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#### Abstract

By studying the structure of the discrete kernel of the linear acoustic operator discretized with a Godunov scheme, we clearly explain why the behaviour of the Godunov scheme applied to the linear wave equation deeply depends on the space dimension and, especially, on the type of mesh. This approach allows us to explain why, in the periodic case, the Godunov scheme applied to the resolution of the compressible Euler or Navier-Stokes system is accurate at low Mach number when the mesh is triangular or tetrahedral and is not accurate when the mesh is a 2D (or 3D) cartesian mesh. This approach confirms also the fact that a Godunov scheme remains accurate when it is modified by simply centering the discretization of the pressure gradient.
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## 1. Introduction

In this work, we consider Godunov type schemes applied to the linear wave equation and discuss their accuracy at low Mach number, with a particular focus on the geometry (rectangular or triangular) of the underlying discretization cells. Our study was motivated by the following three facts:

1. It has long been recognized that such conservative finite-volume type schemes, like for example the Roe scheme [1] or the VFRoe scheme [2,3], are well adapted to capture shock wave solutions of the compressible Euler system but fail to correctly solve low Mach number flows. Indeed, it has been observed that when the Mach number goes to zero, Godunov type schemes create spurious pressure waves that prevent the discrete solution to be close to a discrete incompressible flow. This inaccuracy has been explained in $[10,11]$ with formal non-linear arguments. To cure this inaccuracy, Roe type schemes modified with a Turkel's preconditioning matrix are proposed in [10-12].
2. However, it has been noticed in $[21,22]$ that the Roe scheme remains fairly accurate on triangular meshes, and, on a very particular triangular mesh, this has been explained by graph theory arguments, still in the non-linear setting.
3. While the above-cited explanations invoked non-linear arguments, the recent work [9] has shown that this was not necessary. Indeed, at low Mach number, [9] identifies a possible source of inaccuracy generated by the Godunov scheme applied to the linear wave equation on rectangular meshes. It shows that an energy transfer occurs from the incompressible mode to the acoustic one, that drives the latter far away from the exact acoustic mode. Moreover, [9] has proposed a cure to this problem which consists in simply centering the discretization of the pressure gradient. The resulting new

[^0]schemes have been named low Mach $X$ schemes with $X$ being any Godunov type scheme (e.g. $X=$ Roe or $X=$ VFRoe). Let us note that this simple modification can also be applied to any colocated $X$ scheme that is not of Godunov type (e.g. $X=$ kinetic scheme [25]). Moreover, it is shown in [9] that other colocated schemes that are accurate at low Mach number [10-12,14-19] actually center or tend to center the pressure gradient when the Mach number tends to zero. Nevertheless, the theory developed in [9] is based on the notion of first-order modified equation which is valid on cartesian meshes but hardly generalizable to triangular meshes, and, thus, does not help in the analysis of the influence of the cell geometry on the accuracy of the scheme.

Motivated by the above three points, we have developped a theory that explains (and gives a precise meaning to) the inaccuracy at low Mach number of the Godunov scheme on cartesian meshes, the accuracy of that scheme on triangular meshes and the accuracy of the low Mach Godunov scheme on cartesian and triangular meshes. This theory is based on the analysis of the stationary spaces of the schemes applied to the linear wave equation and on the rate of diffusion of any numerical solution towards these spaces. For the sake of completeness, we show that our theoretical point of view also explains the accuracy of the well-known MAC scheme [26] on cartesian meshes.

Our results may be summarized as follows. Firstly, the stationary space of the Godunov scheme on rectangular cartesian meshes is a very poor subspace, unable to approach well the continuous incompressible velocity fields. Secondly, in the low Mach regime, the numerical diffusion inherent to this scheme is strong. These two facts imply that, in general, the time evolution of an initial discrete incompressible velocity field with constant pressure contains spurious acoustic modes that appear within an acoustic time scale. On the contrary, the stationary spaces of the Godunov scheme on triangular meshes, of the low Mach Godunov scheme on cartesian and triangular meshes and of the MAC scheme on cartesian meshes are rich enough to approach well incompressible modes and, thus, prevent the creation of spurious modes. Let us underline that a generalization of the results of [21,22] was also proposed in [13] with a formal asymptotic analysis based on powers of the Mach number. Nevertheless, this approach based on a formal asymptotic analysis, which is also used for example in [10,22], seems to us incomplete because it does not take into account the structure of the above-mentioned stationary spaces.

The outline of this article is the following. In Section 2 , we recall basic results about the linear wave equation. In Section 3, we present the schemes and give a numerical illustration of their respective behaviours on a low Mach application. In Section 4, we recall the notion of first-order modified equation in the case of the linear wave equation solved with a Godunov scheme, we summarize some results proposed in [9], we describe the structure of the stationary space associated with this first-order modified equation and the time behaviour of the solution of this equation. In Section 5, we describe the stationary space and the time behaviour of the Godunov and low Mach Godunov scheme when the mesh is triangular or cartesian. In Section 6, we show that our point of view is compatible with the fact that a staggered scheme of MAC type [26] applied to the compressible Euler or Navier-Stokes system remains accurate at low Mach number. In Section 7, we show the connections of our theory with the approach based on a formal asymptotic analysis of the Godunov scheme [10,13,21,22]. At last, we conclude the paper in Section 8.

## 2. Basic results about the linear wave equation

Let us consider the (periodic) torus in $\mathbb{R}^{d}(d \in\{1,2,3\})$ noted $\mathbb{T}^{d}:=\left[a_{1}, b_{1}\right] \times \cdots \times\left[a_{d}, b_{d}\right]$ and the Hilbert space $\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}:=\left\{q:=\binom{r}{\mathbf{u}}\right.$ such that $\left.\int_{\mathbb{T}^{d}} r^{2} d x+\int_{\mathbb{T}^{d}}|\mathbf{u}|^{2} d x<+\infty\right\}$ equipped with the classical inner product $\left\langle q_{1}, q_{2}\right\rangle=\int_{\mathbb{T}^{d}} q_{1} \cdot q_{2} d x$ and with the associated norm $\|q\|:=\langle q, q\rangle^{1 / 2}$, the associated energy $E$ being equal to $\|q\|^{2}$. Let us consider the linear wave equation

$$
\left\{\begin{array}{l}
\partial_{t} q+\frac{L}{M} q=0  \tag{1}\\
q(t=0, x)=q^{0}(x)
\end{array}\right.
$$

where

$$
\begin{equation*}
L q=a_{*}(\nabla \cdot \mathbf{u}, \nabla r)^{T} \tag{2}
\end{equation*}
$$

and $\mathbf{u}=(u, v)^{T}$. The quantity $a_{*}$ is a strictly positive constant of order 1 and $M \ll 1$ ( $M$ is the Mach number and $a_{*} / M$ is the sound velocity). The linear wave equation (1) corresponds to the linearized compressible Euler system without convection operator. The quantity $r(t, x)$ is a scaled pressure perturbation related to the pressure $p(t, x)$ through the relation

$$
\begin{equation*}
p(t, x):=p_{*}+\frac{M}{a_{*}} r(t, x) \tag{3}
\end{equation*}
$$

( $p_{*}$ is a positive constant of order 1 ). Let us underline that we solve linear wave equation (1) on the periodic torus $\mathbb{T}^{d}$ - which is equivalent to apply periodic boundary conditions - in order to lead a discussion that will not depend on the boundaries. Since $\langle q, L q\rangle=0$ for any $q$, the following well-known lemma expresses energy conservation of the wave equation:

Lemma 2.1. The solution $q$ of (1) is such that $\|q\|(t \geqslant 0)=\left\|q^{0}\right\|$.
Let us now define the following subspaces of $\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}$

$$
\left\{\begin{align*}
\mathcal{E} & =\left\{q:=\binom{r}{\mathbf{u}} \in\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}\right.  \tag{a}\\
& =\left\{q:=\binom{r}{\mathbf{u}} \in\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d},\right. \\
& \left.\exists(a, b, c, \psi(\cdot)) \in \mathbb{R}^{3} \times H^{1}\left(\mathbb{T}^{d}\right) \quad \text { such that } \nabla r=0 \text { and } \nabla \cdot \mathbf{u}=0\right\}, \\
\mathcal{E}^{\perp} & =\left\{q:=\binom{r}{\mathbf{u}} \in\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}\right. \\
& \text { such that } \left.\int_{\mathbb{T}^{d}} r d x=0 \text { and } \exists \phi(\cdot) \in H^{1}\left(\mathbb{T}^{d}\right), \mathbf{u}=\nabla \phi\right\} .
\end{align*}\right.
$$

In other words, $\mathcal{E}$ is the subspace of constant scaled pressure perturbations and incompressible velocity fields. This subset is also called well-prepared subspace for a reason that will be written at the end of this section. It is well-known that $\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}$ may be decomposed in the following way:

## Lemma 2.2

$$
\mathcal{E} \oplus \mathcal{E}^{\perp}=\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d} \quad \text { and } \mathcal{E} \perp \mathcal{E}^{\perp}
$$

In other words, any $q \in\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}$ can be decomposed into

$$
\begin{equation*}
q=\hat{q}+q^{\perp} \quad \text { where }\left(\hat{q}, q^{\perp}\right) \in \mathcal{E} \times \mathcal{E}^{\perp} \tag{5}
\end{equation*}
$$

and this decomposition - named Hodge decomposition - is unique.
In the sequel, we define the Hodge projection $\mathbb{P}$ with $\mathbb{P} q:=\hat{q}$. One essential point in what follows is that

$$
\mathcal{E}=\operatorname{KerL}
$$

and that, as a consequence of the linearity of $L$, the solution $q(t, x)$ of (1) may be decomposed as

$$
\begin{equation*}
q(t, x)=\mathbb{P} q^{0}(x)+\tilde{q}(t, x) \tag{6}
\end{equation*}
$$

where $\mathbb{P} q^{0}$ is the Hodge projection of $q^{0}$ and $\tilde{q}$ is the solution of

$$
\left\{\begin{array}{l}
\partial_{t} \tilde{q}+\frac{L}{M} \tilde{q}=0  \tag{7}\\
\tilde{q}(t=0, x)=\left(q^{0}-\mathbb{P} q^{0}\right)(x)
\end{array}\right.
$$

Moreover, $\tilde{q}(t, \cdot)$ belongs to $\mathcal{E}^{\perp}$ for all $t \geqslant 0$, and, by energy Lemma 2.1, $\|\tilde{q}\|(t)=\|q-\mathbb{P} q\|(t=0)$. Thus, if in linear wave equation (1), the initial condition is well-prepared in the sense of

$$
\begin{equation*}
\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M) \tag{8}
\end{equation*}
$$

$\tilde{q}(t, x)$ remains a perturbation of order $\mathcal{O}(M)$ at any time $t>0$ that is to say

$$
\begin{equation*}
\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M) \Rightarrow\|q-\mathbb{P} q\|(t \geqslant 0)=\mathcal{O}(M) \tag{9}
\end{equation*}
$$

This corresponds to a simplified version of a result by Schochet obtained in the non-linear case [20]. The fact that a given numerical scheme mimics property (9) or, on the contrary, is such that

$$
\begin{equation*}
\exists q^{0} \in\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}:\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M) \quad \text { and }\|q-\mathbb{P} q\|\left(\tau_{a c}\right) \gg \mathcal{O}(M) \tag{10}
\end{equation*}
$$

(where $\tau_{a c}$ is an acoustic time scale of order $M$ ) determines the way it approaches solution of (1) at low Mach number. Relation (10) characterizes the existence of spurious acoustic waves. Definition (8) of well-prepared initial condition explains why the subspace $\mathcal{E}$ is also called well-prepared subspace (it is also called incompressible subspace). Moreover, the fact that $\mathcal{E}$ is the kernel of the acoustic operator explains why the subspace $\mathcal{E}^{\perp}$ is called acoustic subspace, $\tilde{q}(t, x)$ being a non-stationary acoustic wave when $(\mathbf{1}-\mathbb{P}) q^{0} \neq 0$. Let us underline that a standard asymptotic analysis applied to the full non-linear compressible Euler system in powers of $M$ yields that pressure field $p(t, x)$ is the sum of a constant $p_{*}$ of order 1 in space and time up to a perturbation of order $M^{2}$, and that the velocity field $\mathbf{u}(t, x)$ is the sum of an incompressible divergence-free field $\hat{\mathbf{u}}(t, x)$ plus an acoustic perturbation of order $M$ when the initial condition is well-prepared in the sense (see for example [9] for details)

$$
\left\{\begin{array} { l } 
{ p ( t = 0 , x ) = p _ { * } + \mathcal { O } ( M ^ { 2 } ) ( x ) , }  \tag{11}\\
{ \mathbf { u } ( t = 0 , x ) = \hat { \mathbf { u } } ^ { 0 } ( x ) + \mathcal { O } ( M ) ( x ) , }
\end{array} \quad \text { with } \left\{\begin{array}{l}
p_{*}=C_{p}^{s t}, \\
\nabla \cdot \hat{\mathbf{u}}^{0}=0
\end{array}\right.\right.
$$

( $C_{p}^{s t}$ is a positive constant of order $1 ;\left\|\hat{\mathbf{u}}^{0}\right\|$ is also of order 1 ). Since $r(t, x)$ and $p(t, x)$ are linked through relation (3), we see that (8) and (11) are formally equivalent. In the same way, we easily verify that (10) - which characterizes the existence of spurious acoustic waves - is formally equivalent to

$$
\left\{\begin{array} { l } 
{ p ( \tau _ { a c } , x ) = p _ { * } + \mathcal { O } ( M ) ( x ) , }  \tag{12}\\
{ \mathbf { u } ( \tau _ { a c } , x ) = \hat { \mathbf { u } } ( \tau _ { a c } , x ) + \mathbf { u } ^ { \perp } ( \tau _ { a c } , x ) , }
\end{array} \quad \text { with } \left\{\begin{array}{l}
p_{*}=C_{p}^{s t}, \\
\nabla \cdot \hat{\mathbf{u}}=0 \quad \text { and }\left\|\mathbf{u}^{\perp}\right\|=\mathcal{O}(1) .
\end{array}\right.\right.
$$

## 3. The numerical schemes and their behaviours on a low Mach application

We now study with numerical experiments if (9) or (10) is verified at the discrete level when linear wave equation (1) is discretized with the Godunov scheme, with the low Mach Godunov scheme proposed in [9] and with the MAC scheme [26]. We recall that we apply to linear wave equation (1) periodic boundary conditions in order to lead a discussion that will not depend on the boundaries. Before showing numerical results, we firstly recall the derivation of these three schemes and, secondly, we construct a discrete version of the well-prepared subspace $\mathcal{E}$ (defined with (4)(b) in the continuous case) when the mesh is a colocated triangular mesh, a colocated cartesian mesh and a staggered cartesian mesh.

In the case of the cell-centered Godunov scheme or low Mach Godunov scheme, the computational domain is discretized by cells $T_{i}$ which are triangular or quadrangular. Let $A_{i j}$ be the common edge of two neighboring cells $T_{i}$ and $T_{j}$, and $\mathbf{n}_{i j}$ the normal unit vector to $A_{i j}$ pointing from $T_{i}$ to $T_{j}$ (note that $\mathbf{n}_{i j}=-\mathbf{n}_{j i}$ ). We shall denote by $\left|T_{i}\right|$ the area of $T_{i}$ and $\left|A_{i j}\right|$ the length of $A_{i j}$. In the case of the staggered MAC scheme, the computational domain is discretized with quadrangular cells in such a way the discrete velocity field $\mathbf{u}:=(u, v)^{T}$ is defined at the cell interface $(i+1 / 2, j)$ for $u$ and at the cell interface $(i, j+1 / 2)$ for $v$, the scaled pressure $r$ being defined at the center of the quadrangular cell $(i, j)$. Thus, in the case of the MAC scheme, the discrete field is defined on a staggered cartesian mesh which is not the case for Godunov type schemes that are colocated schemes. In each case, the time interval of the simulation is divided into time steps $\Delta t$ and $n$ is the time subscript.

### 3.1. The Godunov scheme

System (1) may be written under the following form

$$
\begin{equation*}
\partial_{t} q+\partial_{x}\left(A_{x} q\right)+\partial_{y}\left(A_{y} q\right)=0 \tag{13}
\end{equation*}
$$

with

$$
q=\left(\begin{array}{l}
r \\
u \\
v
\end{array}\right), \quad A_{x}=\frac{a_{*}}{M}\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad \text { and } A_{y}=\frac{a_{*}}{M}\left(\begin{array}{lll}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{array}\right)
$$

The one-dimensional Riemann problem associated to this equation is

$$
\left\{\begin{array}{l}
\partial_{t} q+\partial_{\xi}\left(A_{\xi}(\mathbf{n}) q\right)=0  \tag{14}\\
q(t=0, \xi)= \begin{cases}q^{L} & \text { if } \xi<0 \\
q^{R} & \text { if } \xi>0\end{cases}
\end{array}\right.
$$

with

$$
A_{\xi}(\mathbf{n})=\frac{a_{*}}{M}\left(\begin{array}{ccc}
0 & n_{x} & n_{y} \\
n_{x} & 0 & 0 \\
n_{y} & 0 & 0
\end{array}\right)
$$

The eigenvalues $\lambda$ and associated eigenvectors $\left(r_{\lambda}, u_{\lambda}, v_{\lambda}\right)^{T}$ of $A_{\xi}$ verify

$$
n_{x} \frac{a_{*}}{M} r_{\lambda}=\lambda u_{\lambda}, \quad n_{y} \frac{a_{*}}{M} r_{\lambda}=\lambda v_{\lambda} \quad \text { and } n_{x} u_{\lambda}+n_{y} v_{\lambda}=\frac{M}{a_{*}} \lambda r_{\lambda} .
$$

Since $n_{x}^{2}+n_{y}^{2}=1$, the above equations imply that

$$
\frac{a_{*}}{M} r_{\lambda}=\lambda\left(n_{x} u_{\lambda}+n_{y} v_{\lambda}\right)=\frac{M}{a_{*}} \lambda^{2} r_{\lambda} .
$$

Therefore, $r_{\lambda}=0$ or $\lambda= \pm \frac{a_{夫}}{M}$. If $r_{\lambda}=0$, since $u_{\lambda}$ and $v_{\lambda}$ cannot vanish at the same time, we necessarily have $\lambda=0$ which implies $n_{x} u_{\lambda}+n_{y} v_{\lambda}=0$. An associated unit eigenvector is therefore

$$
\left(r_{0}, u_{0}, v_{0}\right)^{T}=\left(0,-n_{y}, n_{x}\right)^{T}
$$

If $\lambda=-\frac{a_{s}}{M}$, then an associated unit eigenvector is

$$
\left(r_{-\frac{a_{*}}{M}}, u_{-\frac{a_{x}}{M}}, v_{-\frac{a_{*}}{M}}\right)^{T}=\gamma\left(1,-n_{x},-n_{y}\right)
$$

with $\gamma^{2}=\frac{1}{2}$. On the other hand, if $\lambda=\frac{a_{s}}{M}$, then an associated unit eigenvector is

$$
\left(r_{\frac{a_{*}}{M}}, u_{\frac{a_{*}}{M}}, v_{\frac{a_{*}}{M}}\right)^{T}=\gamma\left(1, n_{x}, n_{y}\right)^{T}
$$

Now, let $P$ be the eigenvector matrix

$$
P:=\left(\begin{array}{ccc}
0 & \gamma & \gamma \\
-n_{y} & -\gamma n_{x} & \gamma n_{x} \\
n_{x} & -\gamma n_{y} & \gamma n_{y}
\end{array}\right)
$$

There holds

$$
P^{-1}=\left(\begin{array}{ccc}
0 & -n_{y} & n_{x} \\
(2 \gamma)^{-1} & -(2 \gamma)^{-1} n_{x} & -(2 \gamma)^{-1} n_{y} \\
(2 \gamma)^{-1} & (2 \gamma)^{-1} n_{x} & (2 \gamma)^{-1} n_{y}
\end{array}\right) .
$$

Then, it can be checked that

$$
\Lambda:=P^{-1} A_{\xi} P=\frac{a_{*}}{M}\left(\begin{array}{ccc}
0 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right)
$$

Then, setting $w:=\left(w_{1}, w_{2}, w_{3}\right)^{T}=P^{-1} q$, system (14) may be rewritten as

$$
\left\{\begin{array}{l}
\partial_{t} w+\partial_{\xi}(\Lambda w)=0  \tag{15}\\
w(t=0, \xi)= \begin{cases}w^{L} & \text { if } \xi<0 \\
w^{R} & \text { if } \xi>0\end{cases}
\end{array}\right.
$$

Now, the solution of (15) is obvious since $\Lambda$ is diagonal. It is given by

$$
w^{R P}:=w(t, \xi=0)=\left(\bar{w}_{1}, w_{2}^{R}, w_{3}^{L}\right)^{T},
$$

where we shall see that the exact value of $\bar{w}_{1}$ as a combination of $w_{1}^{R}$ and $w_{1}^{L}$ does not play any role in the final expression of the scheme. The expression of $w^{R P}$ in terms of $q^{L}$ and $q^{R}$ is

$$
w^{R P}=\left(\begin{array}{c}
-n_{y} \bar{u}+n_{x} \bar{v} \\
-(2 \gamma)^{-1}\left(n_{x} u^{R}+n_{y} v^{R}-r^{R}\right) \\
(2 \gamma)^{-1}\left(n_{x} u^{L}+n_{y} v^{L}+r^{L}\right)
\end{array}\right) .
$$

Therefore, the solution $q^{R P}:=q(t, \xi=0)$ is expressed by

$$
q^{R P}=\left(\begin{array}{c}
\frac{1}{2}\left[\left(\mathbf{u}^{L}-\mathbf{u}^{R}\right) \cdot \mathbf{n}+\left(r^{L}+r^{R}\right)\right. \\
n_{y}^{2} \bar{u}-n_{y} n_{x} \bar{v}+\frac{n_{x}}{2}\left[\left(\mathbf{u}^{L}+\mathbf{u}^{R}\right) \cdot \mathbf{n}+\left(r^{L}-r^{R}\right)\right] \\
-n_{y} n_{x} \bar{u}+n_{x}^{2} \bar{v}+\frac{n_{y}}{2}\left[\left(\mathbf{u}^{L}+\mathbf{u}^{R}\right) \cdot \mathbf{n}+\left(r^{L}-r^{R}\right)\right]
\end{array}\right) .
$$

Finally, integrating (13) over the space-time domain $T_{i} \times\left[t^{n}, t^{n+1}\right]$ and applying the Gauss law yields

$$
q_{i}^{n+1}-q_{i}^{n}+\frac{\Delta t}{\left|T_{i}\right|} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right| A_{\xi}\left(\mathbf{n}_{i j}\right) q_{i j}^{n+1 / 2}=0
$$

where $q_{i}^{n}$ is the averaged value of $q$ over $T_{i}$ at time $t^{n}$ and $q_{i j}^{n+1 / 2}$ is the average value of $q$ over $A_{i j} \times\left[t^{n}, t^{n+1}\right]$. In the numerical approximation, this (unknown) value of $q_{i j}^{n+1 / 2}$ is replaced by $q^{R P}$ with $q^{L}=q_{i}^{n}$ and $q^{R}=q_{j}^{n}$. With the fact that

$$
A_{\xi}\left(\mathbf{n}_{i j}\right) q^{R P}=\frac{a_{*}}{2 M}\left(\begin{array}{c}
\left(\mathbf{u}^{L}+\mathbf{u}^{R}\right) \cdot \mathbf{n}+\left(r^{L}-r^{R}\right) \\
n_{x}\left[\left(\mathbf{u}^{L}-\mathbf{u}^{R}\right) \cdot \mathbf{n}+\left(r^{L}+r^{R}\right)\right. \\
n_{y}\left[\left(\mathbf{u}^{L}-\mathbf{u}^{R}\right) \cdot \mathbf{n}+\left(r^{L}+r^{R}\right)\right.
\end{array}\right)
$$

there finally holds

$$
\left\{\begin{array}{l}
r_{i}^{n+1}-r_{i}^{n}+\frac{a_{*} \Delta t}{2 M\left|T_{i}\right|} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(\mathbf{u}_{i}^{n}+\mathbf{u}_{j}^{n}\right) \cdot \mathbf{n}_{i j}+\left(r_{i}^{n}-r_{j}^{n}\right)\right]=0,  \tag{a}\\
\mathbf{u}_{i}^{n+1}-\mathbf{u}_{i}^{n}+\frac{a_{*} \Delta t}{2 M\left|T_{i}\right|} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}^{n}+r_{j}^{n}\right)+\left(\mathbf{u}_{i}^{n}-\mathbf{u}_{j}^{n}\right) \cdot \mathbf{n}_{i j}\right] \mathbf{n}_{i j}=0
\end{array}\right.
$$

### 3.2. The low Mach Godunov scheme

The low Mach Godunov scheme [9] is deduced from Godunov scheme (16) by simply centering the pressure gradient. Thus, it is defined with

$$
\left\{\begin{array}{l}
r_{i}^{n+1}-r_{i}^{n}+\frac{a_{*} \Delta t}{2 M\left|T_{i}\right|} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(\mathbf{u}_{i}^{n}+\mathbf{u}_{j}^{n}\right) \cdot \mathbf{n}_{i j}+\left(r_{i}^{n}-r_{j}^{n}\right)\right]=0  \tag{a}\\
\mathbf{u}_{i}^{n+1}-\mathbf{u}_{i}^{n}+\frac{a_{*} \Delta t}{2 M\left|T_{i}\right|} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left(r_{i}^{n}+r_{j}^{n}\right) \mathbf{n}_{i j}=0
\end{array}\right.
$$

In [9], a 1D Fourier analysis shows that (17) satisfies the von Neumann necessary condition for $L^{2}$ stability under a classical Courant-Friedrich-Levy (CFL) criterion.

### 3.3. The MAC scheme

The explicit MAC scheme applied to linear wave equation (1) is given by [27]

$$
\left\{\begin{array}{l}
r_{i, j}^{n+1}-r_{i, j}^{n}+\frac{a_{*} \Delta t}{M}\left(\frac{u_{i+1 / 2, j}-u_{i-1 / 2, j}}{\Delta x}+\frac{v_{i, j+1 / 2}-v_{i, j-1 / 2}}{\Delta y}\right)=0  \tag{18}\\
u_{i+1 / 2, j}^{n+1}-u_{i+1 / 2, j}^{n}+\frac{a_{*} \Delta t}{M} \cdot \frac{r_{i+1, j}-r_{i, j}}{\Delta x}=0 \\
v_{i, j+1 / 2}^{n+1}-v_{i, j+1 / 2}^{n}+\frac{a_{*} \Delta t}{M} \cdot \frac{r_{i, j+1}-r_{i, j}}{\Delta y}=0
\end{array}\right.
$$

### 3.4. Construction of discrete well-prepared subspaces

We now construct accurate discrete versions of the well-prepared subspace $\mathcal{E}$ (defined with (4)(b) in the continuous case) for three different meshes. In the sequel, vectors of these discrete subspaces are named discrete incompressible fields. The construction of these discrete subspaces are deduced from three discrete versions of the Hodge decompostion defined in Lemma 2.2 in the continuous case.

### 3.4.1. The colocated triangular mesh case

Let us suppose that all $T_{i}$ are triangles arranged so that the computational domain is periodic. Moreover, let us denote by $V_{h}$ the standard $P^{1}$ (first-order polynomial functions) Lagrange finite element space associated with this triangular mesh

$$
\begin{equation*}
V_{h}:=\left\{\psi_{h} \in C_{0}\left(\overline{\mathbb{T}^{d}}\right), \psi_{h} \text { periodic on } \overline{\mathbb{T}^{d}} \text { such that } \forall T_{i}:\left(\psi_{h}\right)_{T_{i}} \in P^{1}\left(T_{i}\right)\right\} \tag{19}
\end{equation*}
$$

Let us also denote by $W_{h}$ the nonconforming Crouzeix-Raviart $P^{1}$ finite element space [5] associated with this triangular mesh

$$
W_{h}:=\left\{\phi_{h} \in L^{2}\left(\mathbb{T}^{d}\right), \phi_{h} \text { periodic on } \overline{\mathbb{T}^{d}} \text { such that } \forall T_{i}:\left(\phi_{h}\right)_{\mid T_{i}} \in P^{1}\left(T_{i}\right) \text { and } \phi_{h} \text { is continuous at the edge midpoints }\right\} .
$$

Note that since the functions in $V_{h}$ (resp. $W_{h}$ ) are $P^{1}$ on each cell, their curls (resp. their gradients) are constant vectors on each cell. Let us also define the discrete vector subspace

$$
\begin{equation*}
\mathcal{E}_{h}^{\Lambda}=\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N} \quad \text { such that } \exists\left(a, b, c, \psi_{h}\right) \in \mathbb{R}^{3} \times V_{h} \quad \text { such that } \forall T_{i}: r_{i}=c \quad \text { and } \mathbf{u}_{i}=\binom{a}{b}+\left(\nabla \times \psi_{h}\right)_{\mid T_{i}}\right\} . \tag{20}
\end{equation*}
$$

Then, adapting the proof of theorem 4.1 in [6] to the case of periodic elements in $V_{h}$ and $W_{h}$, we may prove the following lemma, where orthogonality is to be understood with respect to the discrete scalar product in $\mathbb{R}^{3 N}$, weighted by the areas $\left|T_{i}\right|$ :

## Lemma 3.1

$$
\left(\mathcal{E}_{h}^{\Delta}\right)^{\perp}=\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N} \quad \text { such that } \quad \sum_{i}\left|T_{i}\right| r_{i}=0 \text { and } \exists \phi_{h} \in W_{h} \quad \text { such that } \forall T_{i}: \mathbf{u}_{i}=\left(\nabla \phi_{h}\right)_{\mid T_{i}}\right\} .
$$

In other words, any $\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N}$ admits the following orthogonal decomposition

$$
\begin{equation*}
\binom{r}{\mathbf{u}}=\binom{\bar{r}}{\overline{\mathbf{u}}+\nabla \times \psi_{h}}+\binom{r-\bar{r}}{\nabla \phi_{h}} \tag{21}
\end{equation*}
$$

with $\bar{r}=\frac{\sum_{i}\left|T_{i}\right| r_{i}}{\sum_{i}\left|T_{i}\right|}, \overline{\mathbf{u}}=\frac{\sum_{i}\left|T_{i}\right| \mathbf{u}_{i}}{\sum_{i}\left|T_{i}\right|}$, and where $\left(\psi_{h}, \phi_{h}\right) \in V_{h} \times W_{h}$.
The first element in the right hand side of (21) defines the orthogonal projection $\mathbb{P}_{\mathcal{E}_{h}} q$ of any $q=(r, \mathbf{u})^{T} \in \mathbb{R}^{3 N}$ onto $\mathcal{E}_{h}^{A}$. The subspace $\mathcal{E}_{h}^{4}$ is a good approximation of $\mathcal{E}$ on a triangular mesh since standard approximation results show that the curls of functions in $V_{h}$ approach well enough the continuous curls. More precisely, for $q:=\left(r:=c, \mathbf{u}:=(a, b)^{T}+\nabla \times \psi\right)^{T} \in \mathcal{E}$, let us
define the Lagrange interpolation $\psi_{h}^{L} \in V_{h}$ of $\psi$ on the triangular mesh. Then, the discretization $q_{h}$ of $q \in \mathcal{E}$ on the triangular mesh given by

$$
q_{h}:=\binom{r_{i}}{\mathbf{u}_{i}} \quad \text { where }\left\{\begin{array}{c}
r_{i}=c  \tag{22}\\
\mathbf{u}_{i}=\binom{a}{b}+\left(\nabla \times \psi_{h}^{L}\right)_{\mid T_{i}}
\end{array}\right.
$$

defines a discrete field that belongs to $\mathcal{E}_{h}^{4}$ and that approaches $q\left(B_{i}\right)$ at the order one in $h$ if $\psi$ is regular enough, $B_{i}$ being the barycenter of the triangular cell $T_{i}$.

### 3.4.2. The colocated cartesian mesh case

Let us now suppose that the computational domain is a rectangle and that the mesh is made up of $N_{x} \times N_{y}$ rectangles of constant size $\Delta x \times \Delta y$ where $N_{x}$ and $N_{y}$ are the numbers of cells in the $x$ and $y$ directions. In what follows, we shall suppose that both $N_{x}$ and $N_{y}$ are odd. Indeed, if this is not the case, the situation is a little more involved due to even/odd decoupling which may produce checkerboard modes. Let us now define the subspace

$$
\begin{equation*}
\mathcal{E}_{h}^{\square}=\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N_{x} N_{y}} \text { such that } \exists\left(a, b, c,\left(\psi_{i, j}\right)\right) \in \mathbb{R}^{3} \times \mathbb{R}^{N_{x} N_{y}} \quad \text { such that } \forall(i, j): r_{i, j}=c \text { and } \mathbf{u}_{i, j}=\binom{a}{b}+\binom{\frac{\psi_{i, j+1}-\psi_{i, j-1}}{2 \Delta y}}{-\frac{\psi_{i+1, j}-\psi_{i-1, j}}{2 \Delta x}}\right\} . \tag{23}
\end{equation*}
$$

In (23), it is implicitly meant that $\left(\psi_{i, j}\right)$ is periodic that is to say:

$$
\psi_{i, 0}=\psi_{i, N_{y}} \quad \psi_{i, N_{y}+1}=\psi_{i, 1} \quad \forall i \in\left[1, N_{x}\right],
$$

and

$$
\psi_{0, j}=\psi_{N_{x}, j} \quad \psi_{N_{x}+1, j}=\psi_{1, j} \quad \forall j \in\left[1, N_{y}\right]
$$

The following lemma holds:

## Lemma 3.2

$$
\begin{equation*}
\left(\mathcal{E}_{h}^{\square}\right)^{\perp}=\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N_{x} N_{y}} \quad \text { such that } \sum_{(i, j)} r_{i, j}=0 \quad \text { and } \exists\left(\phi_{i, j}\right) \in \mathbb{R}^{N_{x} N_{y}} \quad \text { such that } \mathbf{u}_{i, j}=\binom{\frac{\phi_{i+1, j}-\phi_{i-1, j}}{2 \Delta x}}{\frac{\phi_{i, j+1}-\phi_{i, j-1}}{2 \Delta y}}\right\} . \tag{24}
\end{equation*}
$$

In other words, any $\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N_{x} N_{y}}$ admits the following orthogonal decomposition

$$
\begin{equation*}
\binom{r}{\mathbf{u}}=\binom{\bar{r}}{\overline{\mathbf{u}}+\mathbf{C} \psi}+\binom{r-\bar{r}}{\mathbf{G} \phi} \tag{25}
\end{equation*}
$$

where $\bar{r}=\frac{\sum_{(i, j)} r_{i, j}}{N_{x} N_{y}}, \overline{\mathbf{u}}=\frac{\sum_{(i, j)} \mathbf{u}_{i, j}}{N_{x} N_{y}}$, and where the discrete curl $\mathbf{C}$ and the discrete gradient $\mathbf{G}$ are defined through

$$
(\mathbf{C} \psi)_{i, j}=\binom{\frac{\psi_{i, j+1}-\psi_{i, j-1}}{2 \Delta y}}{-\frac{\psi_{i+1, j}-\psi_{i-1, j}}{2 \Delta x}} \quad \text { and }(\mathbf{G} \phi)_{i, j}=\binom{\frac{\phi_{i+1, j}-\phi_{i-1, j}}{2 \Delta x}}{\frac{\phi_{i, j+1}-\phi_{i, j-1}}{2 \Delta y}}
$$

The first element in the right hand side of (25) defines the orthogonal projection $\mathbb{P}_{\mathcal{E}_{h}} q$ of any $q=(r, \mathbf{u})^{T} \in \mathbb{R}^{3 N_{x} N_{y}}$ onto $\mathcal{E}_{h}^{\square}$. As in the case of the discrete subspace $\mathcal{E}_{h}^{\Delta}$ defined with (20), the discrete subspace $\mathcal{E}_{h}^{\square}$ is a good approximation of $\mathcal{E}$ on a cartesian mesh. Indeed, for $q:=\left(r:=c, \mathbf{u}:=(a, b)^{T}+\nabla \times \psi\right)^{T} \in \mathcal{E}$, let us define $\psi_{i, j}=\psi\left(B_{i, j}\right)$ where $B_{i, j}$ is the barycenter of the cell $(i, j)$. Then, the discretization $q_{h}$ of $q \in \mathcal{E}$ on the cartesian mesh given by

$$
q_{h}:=\binom{r_{i, j}}{\mathbf{u}_{i, j}} \quad \text { where }\left\{\begin{array}{c}
r_{i, j}=c,  \tag{26}\\
\mathbf{u}_{i, j}=\binom{a}{b}+\binom{\frac{\psi_{i, j+1}-\psi_{i, j-1}}{2 \Delta y}}{-\frac{\psi_{i+1, j}-\psi_{i-1, j}}{2 \Delta x}}
\end{array}\right.
$$

defines a discrete field that belongs to $\mathcal{E}_{h}^{\square}$ and that approaches $q\left(B_{i, j}\right)$ at the order two in $\Delta x$ and $\Delta y$.
3.4.3. The staggered cartesian mesh case

On the cartesian staggered mesh introduced in Section 3.3, the discrete well-prepared subspace is defined with

$$
\begin{align*}
\mathcal{E}_{h}^{\text {MAC, }}= & \left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N_{x} N_{y}} \quad \text { such that } \exists\left(a, b, c,\left(\psi_{i+1 / 2 . j+1 / 2}\right)\right) \in \mathbb{R}^{3} \times \mathbb{R}^{N_{x} N_{y}}\right. \\
& \text { such that } \left.\forall(i, j): r_{i, j}=c \quad \text { and }\binom{u_{i+1 / 2, j}}{v_{i, j+1 / 2}}=\binom{a}{b}+\binom{\frac{\psi_{i+1 / 2 . j+1 / 2}-\psi_{i+1 / 2, j-1 / 2}}{\Delta y}}{-\frac{\psi_{i+1 / 2 . j+1 / 2}-\psi_{i-1 / 2 . j+1 / 2}}{\Delta x}}\right\}, \tag{27}
\end{align*}
$$

where $N_{x}$ and $N_{y}$ are the number of cells in the two directions of the staggered cartesian mesh. In (27), it is implicitly meant that $u, v$ and $\psi$ are periodic that is to say

$$
\forall i \in\left[1, N_{\chi}\right]:\left\{\begin{array}{l}
v_{i, 1 / 2}=v_{i, N_{y}+1 / 2} \\
\psi_{i+1 / 2,1 / 2}=\psi_{i+1 / 2, N_{y}+1 / 2}
\end{array}\right.
$$

et

$$
\forall j \in\left[1, N_{y}\right]:\left\{\begin{array}{l}
u_{1 / 2 . j}=u_{N_{x}+1 / 2 . j} \\
\psi_{1 / 2, j+1 / 2}=\psi_{N_{x}+1 / 2, j+1 / 2}
\end{array}\right.
$$

The following lemma follows from the work of Nicolaides on the MAC scheme [7,8]:
Lemma 3.3

$$
\left(\mathcal{E}_{h}^{M A C, \square}\right)^{\perp}=\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N_{x} N_{y}} \text { such that } \sum_{(i, j)} r_{i, j}=0 \text { and } \exists\left(\phi_{i, j}\right) \in \mathbb{R}^{N_{x} N_{y}} \text { such that } \forall(i, j):\binom{u_{i+1 / 2, j}}{v_{i, j+1 / 2}}=\binom{\frac{\phi_{i+1, j}-\phi_{i, j}}{\Delta x}}{\frac{\phi_{i, j+1}-\phi_{i, j}}{\Delta y}}\right\}
$$

In other words, any $\left(\begin{array}{c}r \\ \mathbf{u} \\ \bar{r}\end{array}\right) \in \mathbb{R}^{3 N_{x} N_{y}}$ admits the following orthogonal decomposition

$$
\binom{r}{\mathbf{u}}=\binom{\bar{r}}{\overline{\mathbf{u}}+\mathbf{C}^{\text {MAC }} \psi}+\left(\begin{array}{c}
r-\bar{r}  \tag{28}\\
\mathbf{G}^{\text {MAC }}
\end{array} \mathrm{\phi}, \mathrm{l}\right.
$$

where

$$
\bar{r}=\frac{\sum_{(i, j)} r_{i, j}}{N_{x} N_{y}} \quad \text { and } \overline{\mathbf{u}}=\binom{\frac{\sum_{(i, j)} u_{i+1 / 2, j}}{N_{x} N_{y}}}{\frac{\sum_{(i, j)} v_{i, j+1 / 2}}{N_{x} N_{y}}},
$$

and where the discrete curl $\mathbf{C}^{\text {MAC }}$ and the discrete gradient $\mathbf{G}^{\text {MAC }}$ are defined through

$$
\binom{\left(\mathbf{C}^{M A C} \psi\right)_{i+1 / 2 . j}}{\left(\mathbf{C}^{M A C} \psi\right)_{i . j+1 / 2}}=\binom{\frac{\psi_{i+1 / 2 . j+1 / 2}-\psi_{i+1 / 2 . j-1 / 2}}{\Delta y}}{-\frac{\psi_{i+1 / 2 . j+1 / 2}-\psi_{i-1 / 2 . j+1 / 2}}{\Delta x}}
$$

and

$$
\binom{\left(\mathbf{G}^{M A C} \phi\right)_{i+1 / 2 . j}}{\left(\mathbf{G}^{M A C} \phi\right)_{i, j+1 / 2}}=\binom{\frac{\phi_{i+1, j}-\phi_{i, j}}{\Delta x}}{\frac{\phi_{i, j+1}-\phi_{i, j}}{\Delta y}}
$$

The first element in the right hand side of (28) defines the orthogonal projection $\mathbb{P}_{\mathcal{E}^{\text {mac, }, ~} q}$ of any $q=(r, \mathbf{u})^{T} \in \mathbb{R}^{3 N_{x} N_{y}}$ onto $\mathcal{E}_{h}^{\text {MAC, } \square}$. The discrete subspace $\mathcal{E}_{h}^{\text {MAC, }}$ is a good approximation of $\mathcal{E}$ on a cartesian ${ }^{\mathcal{E}_{h}}$ mesh. Indeed, for $q:=(r:=c$, $\mathbf{u}:=$ $\left.(a, b)^{T}+\nabla \times \psi\right)^{T} \in \mathcal{E}$, let us define $\psi_{i+1 / 2 . j+1 / 2}=\psi\left(S_{i+1 / 2, j+1 / 2}\right)$ where $S_{i+1 / 2, j+1 / 2}$ is the upper right corner of the cell ( $i, j$ ). Then, the discretization $q_{h}$ of $q \in \mathcal{E}$ on the cartesian mesh given by

$$
q_{h}:=\left(\begin{array}{c}
r_{i, j}  \tag{29}\\
u_{i+1 / 2, j} \\
v_{i, j+1 / 2}
\end{array}\right) \quad \text { where }\left\{\begin{array}{l}
r_{i, j}=c, \\
u_{i+1 / 2 . j}=a+\frac{\psi_{i+1 / 2 . j+1 / 2}-\psi_{i+1 / 2 . j-1 / 2}}{\Delta y} \\
v_{i, j+1 / 2}=b-\frac{\psi_{i+1 / 2 . j+1 / 2}-\psi_{i-1 / 2 . j+1 / 2}}{\Delta x}
\end{array}\right.
$$

defines a discrete field that belongs to $\mathcal{E}_{h}^{M A C, \square}$ and that approaches $\left(r\left(B_{i, j}\right), u\left(M_{i+1 / 2 . j}\right), v\left(M_{i, j+1 / 2}\right)\right)^{T}$ at the order two in $\Delta x$ and $\Delta y$, where $M_{i+1 / 2, j}$ (resp. $M_{i, j+1 / 2}$ ) is the midpoint of the vertical right (resp. horizontal upper) boundary of cell ( $i, j$ ).

### 3.5. Numerical results

We now solve linear wave equation (1) with Godunov scheme (16) and with low Mach Godunov scheme (17) on a 2D cartesian mesh (of $101 \times 101$ cells) or on a triangular mesh, and with MAC scheme (18) on a 2D cartesian mesh. Here, we consider the domain $\mathbb{T}^{2}=[0,1] \times[0,1]$, we choose $a_{*}=1$ in (2) and $M=10^{-4}$. We consider the following initial conditions $q^{0}:=\left(r^{0}, \mathbf{u}^{0}\right)^{T}$ :

$$
\left\{\begin{array}{l}
r(t=0, x, y)=1  \tag{30}\\
u(t=0, x, y)=2 \sin ^{2}(\pi x) \sin (4 \pi y) \\
v(t=0, x, y)=-\sin (2 \pi x) \sin ^{2}(2 \pi y)
\end{array}\right.
$$

Obviously, setting

$$
\psi(x, y)=\frac{1}{\pi}\left[\sin ^{2}(\pi x) \sin ^{2}(2 \pi y)-\frac{1}{4}\right]
$$

there holds

$$
\mathbf{u}^{0}=\boldsymbol{\nabla} \times \psi
$$



Fig. 1. Godunov scheme on a $101 \times 101$ cartesian mesh: $\left\|r_{h}^{\perp}\right\|(t)$.


Fig. 2. Godunov scheme on a $101 \times 101$ cartesian mesh: $\left\|\nabla \phi_{h}\right\|(t)$.


Fig. 3. Godunov scheme on a $101 \times 101$ cartesian mesh: isolines of $r_{h}^{\perp}(t / M=0.15, x, y)$.


Fig. 4. Godunov scheme on a $101 \times 101$ cartesian mesh: isolines of $\phi_{h}(t / M=0.15, x, y)$.
which means that, at the continuous level, $q^{0} \in \mathcal{E}$ and, thus, that the solution of linear wave equation (1) satisfies $q(t \geqslant 0, \cdot)=q^{0}(\cdot)$ for initial condition (30).

Let us now discretize the initial condition $q^{0}$ on a 2D colocated triangular mesh, on a 2D colocated cartesian mesh and on a 2D staggered cartesian mesh by discretizing $q^{0} \in \mathcal{E}$ respectively through (22) onto $\mathcal{E}_{h}^{4}$ defined by (20), through (26) onto $\mathcal{E}_{h}^{\square}$ defined by (23) and through (29) onto $\mathcal{E}_{h}^{\text {MAC, } \square}$ defined by (27). This defines the discrete initial condition ( $q_{h}^{0}$ ) for Godunov scheme (16) and for low Mach Godunov scheme (17), and the discrete initial condition ( $q_{h}^{0}$ ) for MAC scheme (18). We also define the discrete Hodge decomposition with $\mathbb{P}_{h} q_{h}^{0}:=\mathbb{P}_{\mathcal{E}_{h}^{\prime}} q_{h}^{0}$ in the case of the 2 D triangular mesh, with $\mathbb{P}_{h} q_{h}^{0}:=\mathbb{P}_{\mathcal{E}_{h}} q_{h}^{0}$ in the case of the 2D colocated cartesian mesh and with $\mathbb{P}_{h} q_{h}^{0^{h}}:=\mathbb{P}_{\mathcal{\varepsilon}^{n a c}, \square} q_{h}^{0}$ in the case of the 2D staggered cartesian mesh. Thus, initial condition $q_{h}^{0}$ constructed from (30) is such that we have éxactly

$$
\mathbb{P}_{h} q_{h}^{0}=q_{h}^{0}
$$

for each mesh. This equality means that, at the discrete level, the initial condition is well-prepared in the sense of (8).
What we observe numerically is that in all cases, except for the Godunov scheme on the cartesian mesh, the numerical solutions behave exactly like in the continuous case: they remain unchanged. On the contrary, Figs. 1, 2 show that the numerical solution obtained with the Godunov scheme on the 2D cartesian mesh deviates from its initial value and contains a component that is in the discrete acoustic subspace $\left(\mathcal{E}_{h}^{\square}\right)^{\perp}$ defined by (24). Indeed, defining this spurious component by $\left(r_{h}^{\perp}, \nabla \phi_{h}\right)^{T}:=q_{h}-\mathbb{P}_{h} q_{h}$, we represent on Figs. 1, 2 the quantities $\left\|r_{h}^{\perp}\right\|(t / M)$ and $\left\|\nabla \phi_{h}\right\|(t / M)(t / M \in[0,0.5])$. These two figures show that

$$
\begin{equation*}
\left\|q_{h}-\mathbb{P}_{h} q_{h}\right\|\left(\tau_{a c}\right)=\mathcal{O}(\Delta x) \gg M \tag{31}
\end{equation*}
$$

where $\tau_{a c}$ is of the order of $\mathcal{O}(M)$. This estimate is the discrete version of estimate (10) and characterizes the creation of spurious acoustic waves at low Mach number when the linear wave equation is discretized with a standard Godunov scheme on a 2D cartesian mesh. We will justify these numerical results in Section 5 with theoretical arguments. Let us note that Figs. 3, 4 represent the isolines of $r_{h}^{\perp}(t / M=0.15, x, y)$ and of $\phi_{h}(t / M=0.15, x, y)$. These two figures show that $r_{h}^{\perp}$ and $\phi_{h}$ are deeply related.

## 4. Analysis of numerical schemes based on the first-order modified equation

The notion of first-order modified equation has been used in [9] to study the behaviour of the Godunov scheme at low Mach number applied to linear wave equation (1) on a cartesian mesh of space step $\Delta x$ supposed to be identical in each direction for the sake of simplicity. Let us briefly recall this notion of first-order modified equation. When one studies the truncation error of a numerical scheme on a cartesian mesh through the use of Taylor expansions, one may add the first-order leading term of the error to the original PDE to obtain the first-order modified equation. For this equation, the scheme approaches the solution with a better order than for the original PDE. It is for example a well-known fact that the first-order, semi-discrete in space, upwind scheme applied to the linear transport equation $\partial_{t} u+a \partial_{x} u=0$, with $a>0$, is a first-order approximation of that equation, and is a second-order approximation of the first-order modified equation $\partial_{t} u+a \partial_{x} u=\frac{a}{2} \Delta x \partial_{x x}^{2} u$.

It was recalled in [9] that the first-order modified equation of semi-discrete in space Godunov scheme (16) and of semidiscrete in space low Mach Godunov scheme (17) is given by

$$
\left\{\begin{array}{l}
\partial_{t} q+\frac{L_{\kappa}}{M} q=0  \tag{32}\\
q(t=0, x)=q^{0}(x)
\end{array}\right.
$$

with

$$
\left\{\begin{array}{l}
L_{\kappa}=L-M B_{\kappa},  \tag{33}\\
B_{\kappa} q=\mathcal{K}\left(\begin{array}{c}
\Delta r \\
\frac{\partial^{2} u}{\partial x^{2}} \\
\frac{\partial^{2} v}{\partial y^{2}}
\end{array}\right) \quad \text { and } \mathcal{K}=\left(\begin{array}{ccc}
v_{r} & 0 & 0 \\
0 & \kappa v_{u} & 0 \\
0 & 0 & \kappa v_{v}
\end{array}\right),
\end{array}\right.
$$

where $q:=(r, u, v)^{T}$. In (33), $\left(v_{r}, v_{\mathbf{u}}\right) \in \mathbb{R}_{+}^{3}\left(v_{\mathbf{u}}:=\left(v_{u}, v_{v}\right)\right)$ and $v_{r}=v_{u}=v_{v}=v_{n u m}:=a_{*} \frac{\Delta x}{2 M}\left(v_{n u m}\right.$ is the numerical viscosity) and $\Delta r$ is the Laplacian operator applied to $r$. The case $\kappa=1$ corresponds to the standard "full" upwind Godunov scheme (16), and the case $\kappa=0$ corresponds to the low Mach Godunov scheme (17) in which the pressure gradient is centered. The 3D formulation of 2D operator (33) is similar.

### 4.1. Invariance of the well-prepared subspace $\mathcal{E}$

In what follows, we will say that a subspace is invariant for Eq. (32) if the solution of (32) with an initial condition in that subspace remains in that subspace for all $t>0$. A subspace will be called stationary if the solution of (32) with an initial condition in that subspace remains equal to this initial condition for all $t>0$.

In [9], the following lemma was proven (see lemma 4.2 in [9]):
Lemma 4.1. We have:
(1) when $\Omega=\mathbb{T}^{d=1}: \forall \kappa$, the subspace $\mathcal{E}$ is invariant for Eq. (32);
(2) when $\Omega=\mathbb{T}^{d \in\{2,3\}}$, the subspace $\mathcal{E}$ is invariant for Eq. (32) if and only if $\kappa=0$ (low Mach Godunov scheme). Moreover, $\mathcal{E}$ is a stationary subspace when $\kappa=0$.

We deduce from Lemma 4.1 and from the $L^{2}$ stability $(\kappa \geqslant 0)$ of the solution of (32) that

$$
\begin{equation*}
\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M) \Rightarrow\|q-\mathbb{P} q\|(t \geqslant 0)=\mathcal{O}(M) \tag{34}
\end{equation*}
$$

in dimension one when $\kappa=1$ (Godunov scheme) or when $\kappa=0$ (low Mach Godunov scheme) and, in dimension two and three, only when $\kappa=0$ (low Mach Godunov scheme). Moreover, we deduce from point 2 of Lemma 4.1 that, in dimension two or three, we can write

$$
\begin{equation*}
\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M) \quad \text { does not imply that }\|q-\mathbb{P} q\|(t \geqslant 0)=\mathcal{O}(M) \tag{35}
\end{equation*}
$$

when $\kappa=1$ (Godunov scheme). More precisely, when $\kappa=1$ (Godunov scheme) and when $M \ll \Delta x$, it is also proven in [9] (see proposition 4.1 in [9]) by applying a Fourier analysis to (32) that in 2D or 3D, we have

$$
\begin{equation*}
\exists q^{0} \in\left(L^{2}\left(\mathbb{T}^{d}\right)\right)^{1+d}:\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M) \quad \text { and }\|q-\mathbb{P} q\|\left(\tau_{a c}\right) \gg \mathcal{O}(M) \tag{36}
\end{equation*}
$$

where $\tau_{a c}=\mathcal{O}\left(\frac{M L_{\Omega}}{a_{\alpha}}\right)$ ( $\tau_{a c}$ is an acoustic time scale, $L_{\Omega}$ being a characteristic length of $\Omega$ of order one). Estimate (34) means that when the initial condition is close to an incompressible flow, the solution $q(t)$ of (32) remains close to an incompressible flow at any time, just like for the linear wave equation (see (9)). Let us note that the acoustic subspace $\mathcal{E}^{\perp}$ is also an invariant subspace if and only if $\kappa=0$ but this point is not important for the problem studied is this paper (note also that $\mathcal{E}^{\perp}$ is not a stationary subspace). Estimate (36) - which characterizes the existence of spurious acoustic waves - implies that the pressure
$r\left(\tau_{a c}, x\right)$ has an oscillating component of order 1 and, thus, that the pressure $p\left(\tau_{a c}, x\right)$ has an oscillating component of order $M$ because of (3) (this corresponds to the creation of the well-known spurious pressure waves of order $M$ [10,11]). It also implies that the velocity field $\mathbf{u}\left(\tau_{a c}, x\right)$ has a non divergence-free component of order 1 . As a consequence, at low Mach number, Godunov type schemes are accurate in 1D but are inaccurate in 2D or 3D (unless $\Delta x=\mathcal{O}(M)$ which is too restrictive for practical applications). To summarize, the inaccuracy of 2D or 3D (non-linear) Godunov type schemes can be explained when the mesh is cartesian by the fact that the well-prepared subspace $\mathcal{E}$ is not invariant for the linear first-order modified equation (32). This underlines that, when the mesh is cartesian, this inaccuracy can be explained (at least partly) with linear arguments without the convection and, thus, without the notion of shear waves ${ }^{1}$, which implies that previous analysis proposed in [4,10-12,21,22] may be greatly simplified by dropping the convection and the non-linearities (although the papers [4,10$12,21,22$ ] do not explicitly mention that the convection is responsible for the inaccuracy). Nevertheless, point 2 of Lemma 4.1 shows that we recover the invariance of $\mathcal{E}$ when we impose $\kappa=0$ in (33). This suggests that if we modify the Godunov type schemes by using a central difference to discretize the pressure gradient in the compressible Euler system, we obtain a modified Godunov type scheme that is accurate at low Mach number. Numerical results proposed in [9] justify this assertion. These modified Godunov type schemes are called low Mach Godunov schemes, and are defined by scheme (17) in the case of linear wave equation (1). Let us note that this simple modification can be applied to any colocated scheme and on any mesh.

Unfortunately, when the mesh is not cartesian, we cannot apply directly the previous analysis since it is difficult to generalize the notion of modified equation in that case. Nevertheless, it is possible to also link the accuracy or the inaccuracy of Godunov scheme (16) or of low Mach Godunov scheme (17) to the structure of the kernel $\operatorname{Ker} \mathbb{\square}_{\kappa, h}$ where $\mathbb{\square}_{\kappa, h}$ is a discrete version of $L_{k}$ defined by (33) (here and in the sequel, the parameter $h$ is the order of magnitude of the space step of the mesh). This point of view will be adapted to explain why Godunov scheme (16) is accurate when the mesh is triangular or tetrahedral since the notion of kernel exists for any type of mesh contrary to the notion of modified equation. Moreover, in the case of a cartesian mesh, this point of view will be coherent with the analysis proposed in [9] and summarized previously.

Before studying the discrete case, we introduce for didactic reasons this new point of view in the case of first-order modified Eq. (32) studied at the continuous level.

### 4.2. Structure of $\operatorname{KerL}_{\kappa}$ and time behaviour

Another way to understand the difference between standard Godunov scheme (16) and low Mach Godunov scheme (17) is to study the structure of the kernel $\operatorname{Ker} L_{\kappa}$ and to compare the solution ${ }^{2} q_{\kappa}(t)$ of (32) with the solution $q(t)$ of linear wave equation (1) given by (6).

### 4.2.1. Structure of $\operatorname{KerL}_{\kappa}$

We have the following result (see lemma 4.3 in [9]):
Lemma 4.2. When $\Omega=\mathbb{T}^{d=2}$, we have ${ }^{3}$

$$
\begin{equation*}
\operatorname{KerL}_{\kappa=1}=\left\{q:=\binom{r}{\mathbf{u}} \in\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{3} \quad \text { such that } \exists(c, u(y), v(x)) \quad \text { such that } r=c \quad \text { and } \mathbf{u}=\binom{u}{v}\right\} \tag{37}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\operatorname{KerL}_{\kappa=1} \not \mathcal{E} \text {. } \tag{38}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\operatorname{Ker} L_{\kappa=0}=\mathcal{E} \tag{39}
\end{equation*}
$$

Relations (37) and (38) show that $K e r L_{\kappa=1}$ is a very poor subspace of $\mathcal{E}$ in two (and three) dimensions. Moreover, the subspace $\operatorname{Ker} L_{\kappa=1}$ verifies $\operatorname{Ker} L_{\kappa=1} \oplus\left(\operatorname{Ker} L_{\kappa=1}\right)^{\perp}=\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{1+d}$. Thus, we can define the orthogonal projection $\mathbb{P}_{\kappa=1} q$ of any $q \in\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{1+d}$ on the stationary subspace $\operatorname{KerL}_{\kappa=1}$ of (32). We deduce from Lemma 4.2 that:

Lemma 4.3. When $\Omega=\mathbb{T}^{d=2}$, the projection $\mathbb{P}_{\kappa=1}$ is defined by

$$
\forall q \in\left(L^{2}\left(\mathbb{T}^{2}\right)\right)^{1+d}: \mathbb{P}_{\kappa=1} q=\left(\begin{array}{c}
\frac{1}{|\Omega|} \int_{\Omega} r(x, y) d x d y \\
\frac{1}{b_{1}-a_{1}} \int_{a_{1}}^{b_{1}} u(x, y) d x \\
\frac{1}{b_{2}-a_{2}} \int_{a_{2}}^{b_{2}} v(x, y) d y
\end{array}\right)
$$

[^1]Let us underline that (see lemma 4.3 in [9]):

$$
\begin{equation*}
\text { When } \quad \Omega=\mathbb{T}^{d=1}: \operatorname{KerL}_{\kappa \in\{0,1\}}=\mathcal{E} \tag{40}
\end{equation*}
$$

The difference between (38) and (40) underlines that the behaviour of the Godunov scheme cannot be the same in dimension one and in dimension two (or three). This point is coherent with Lemma 4.1. Let us underline that (38) and the loss of invariance described in Lemma 4.1 are not identical notions. Indeed:

- strict inclusion (38) underlines that, firstly, the operator $L_{\kappa}$ - which is a perturbation of the linear operator $L$ - does not perturb the zero eigenvalue of $L$ and, secondly, "shrinks" the eigenspace associated to this zero eigenvalue;
- the notion of invariance - which is not restricted to linear operators - is different from the notion of kernel since it does not suppose the existence of a zero eigenvalue. In a way, it is more general.


### 4.2.2. Time behaviour

We now study the time behaviour of the solution $q_{\kappa}(t)$ of first-order modified Eq. (32) by using the splitting

$$
\begin{equation*}
q_{\kappa}(t)=q_{\kappa}^{a}(t)+q_{\kappa}^{b}(t) \tag{41}
\end{equation*}
$$

In (41), $q_{\kappa}^{a}(t)$ is solution of (32) with the initial condition

$$
\begin{equation*}
q_{\kappa}^{a}(t=0)=\mathbb{P} q^{0} \tag{42}
\end{equation*}
$$

and $q_{\kappa}^{b}(t)$ is solution of (32) with the initial condition

$$
\begin{equation*}
q_{\kappa}^{b}(t=0)=(\mathbf{1}-\mathbb{P}) q^{0} \tag{43}
\end{equation*}
$$

Comparing (41) with (6), we may say that if we admit that $\left\|q_{\kappa}^{b}(t)\right\|=\mathcal{O}(M)$ when the initial condition is well-prepared that is to say when $\|q-\mathbb{P} q\|(t=0)=\mathcal{O}(M)$ (we admit that (32) is well-posed), then $q_{\kappa}(t)$ will or will not be a good approximation of $q(t)$ depending on the time behaviour of the quantity $q_{\kappa}^{a}(t)-\mathbb{P} q^{0}$. The time behaviour of $q_{\kappa}^{a}(t)-\mathbb{P} q^{0}$ is deeply related to the structure of $\operatorname{KerL}_{\kappa}$ and is described by the following five points:

- Point 1: The quantity $\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\|$ is at least of order $\frac{\Delta x}{L_{\Omega}}\left\|\left(\mathbf{1}-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\|$ as soon as $t$ is of order $\frac{M L_{\Omega}}{a_{*}}$ where $L_{\Omega}$ is a characteristic length of order one which depends only on $\Omega$.
- Point 2: The quantity $\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\|$ is at least of order $\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\|$ as soon as $t$ is of order $\frac{M L_{\Omega}^{2}}{a_{*} \Delta x}$. The proof of points 1 and 2 is given below.
- Point 3: Behaviour of Godunov scheme in dimension two or three ( $\kappa=1$ and $d \in\{2,3\}$ ): when the space dimension $d$ is greater than one, $\operatorname{KerL}_{\kappa=1}$ is a very poor subspace of $\mathcal{E}$ (see (37) and (38)). As a consequence, $\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\|$ is generally of order one. Thus, we deduce from previous point 1 that we have generally

$$
\begin{equation*}
\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\| \geqslant \mathcal{O}(\Delta x) \quad \text { when } \quad t=\mathcal{O}(M) \tag{44}
\end{equation*}
$$

Because of this estimate, $q_{k=1}(t)$ is not a good approximation of $q(t)$. Nevertheless, we cannot deduce directly from (44) estimate (36) that characterizes the creation of spurious acoustic waves in the acoustic subspace $\mathcal{E}^{\perp}$. Indeed, (36) is stronger than (44). Nevertheless, knowing that (36) was proven in [9], we can consider (44) as a direct consequence of the creation of spurious acoustic waves. Let us note that $q^{0}$ in (36) is the one for which $\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\|=\mathcal{O}(1)$ in 2D or in 3D.

- Point 4: Behaviour of low Mach Godunov scheme ( $\kappa=0$ and $d \in\{1,2,3\}$ ): relation (39) implies that $\mathbb{P}_{\kappa=0}=\mathbb{P}$, which implies that

$$
\begin{equation*}
\forall t \geqslant 0: q_{\kappa=0}^{a}(t)=\mathbb{P} q^{0} \tag{45}
\end{equation*}
$$

But, we have also

$$
\begin{aligned}
\left\|q_{\kappa=0}(t)-\mathbb{P} q_{\kappa=0}(t)\right\| & \leqslant\left\|q_{\kappa=0}^{a}(t)-\mathbb{P} q_{\kappa=0}^{a}(t)\right\|+\left\|q_{\kappa=0}^{b}(t)-\mathbb{P} q_{\kappa=0}^{b}(t)\right\| \\
& \leqslant\left\|q_{\kappa=0}^{a}(t)-\mathbb{P} q_{\kappa=0}^{a}(t)\right\|+\left\|q_{\kappa=0}^{b}(t)\right\| \quad(\text { since }\|\mid 1-\mathbb{P}\| \|=1),
\end{aligned}
$$

that is to say

$$
\begin{equation*}
\left\|q_{\kappa=0}(t)-\mathbb{P} q_{\kappa=0}(t)\right\| \leqslant\left\|q_{\kappa=0}^{a}(t)-\mathbb{P} q_{\kappa=0}^{a}(t)\right\|+\mathcal{O}(M) \tag{46}
\end{equation*}
$$

when the initial condition is well-prepared in the sense of (8). Then, we deduce estimate (34) from (45) and (46) (since (45) implies that $q_{\kappa=0}^{a}(t)=\mathbb{P} q_{\kappa=0}^{a}(t)$ ). Thus, $q_{\kappa=0}(t)$ is a good approximation of $q(t)$ and no spurious acoustic waves are created by the low Mach Godunov scheme.

- Point 5: Behaviour in dimension one ( $\kappa \in\{0,1\}$ and $d=1$ ): when the space dimension $d$ is equal to one, relation (40) implies that $\mathbb{P}_{\kappa \in\{0,1\}}=\mathbb{P}$. Then, (45) and (46) are also verified, and (34) is satisfied. Thus, $q_{\kappa=0}(t)$ is a good approximation of $q(t)$ and no spurious acoustic waves are created by the Godunov scheme $(\kappa=1)$ and by the low Mach Godunov scheme ( $\kappa=0$ ).

Points 3, 4 and 5 are coherent with the results of [9] recalled in Section 4.1. We also deduce from points 2 and 3 that

$$
\begin{equation*}
\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\| \geqslant \mathcal{O}(1) \quad \text { when } \quad t=\mathcal{O}\left(\frac{M}{\Delta x}\right) \tag{47}
\end{equation*}
$$

This means that the long-time solution of (32) is very far from the exact solution of the original wave equation. More precisely, we will prove that $q_{\kappa=1}^{a}(t)$ tends to $\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}$ when $t$ grows (see below Proposition 4.1 ), $\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}$ being generally very different from $\mathbb{P} q^{0}$ (see Lemma 4.3). On the other hand, when $\kappa=0$ (low Mach Godunov scheme), $q_{\kappa=0}^{a}(t)$ remains forever exactly equal to $\mathbb{P} q^{0}$ (see (45)). Nevertheless, we want to emphasize that the long-time behaviour of $q_{\kappa}(t)$ is not really interesting when we are interested in analysing the accuracy of Godunov type schemes applied to the non-linear compressible Euler system at low Mach number. Indeed, linear wave equation (1) can be seen as a part of the linearization of the non-linear compressible Euler system at low Mach number [9]. Thus, the velocity field deduced from $q_{\kappa}(t)$ gives relevant information on the discrete velocity field solution of the discrete non-linear compressible Euler system only on short times of order $\mathcal{O}(M)$.

The proof of above points 1 and 2 is a consequence of the following results:
Proposition 4.1. When $\kappa=1$, there exists a constant $L_{\Omega}$ depending only on $\Omega$ such that

$$
\begin{equation*}
\forall t \geqslant 0:\left\|q_{\kappa=1}^{a}(t)-\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}\right\| \leqslant\left\|\left(\mathbf{1}-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\| \exp \left(-\frac{a_{*} \Delta x}{2 M L_{\Omega}^{2}} t\right) \tag{48}
\end{equation*}
$$

This proposition expresses the fast diffusion of $\mathbb{P} q^{0}$ towards $\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}$ when $\kappa=1$. We deduce the following corollary from Proposition 4.1:

Corollary 4.1. When $\kappa=1$, there exists a constant $L_{\Omega}$ depending only on $\Omega$ such that

$$
\begin{equation*}
\forall t \geqslant 0:\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\| \geqslant\left[1-\exp \left(-\frac{a_{*} \Delta x}{2 M L_{\Omega}^{2}} t\right)\right]\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\| . \tag{49}
\end{equation*}
$$

As a consequence, we have

$$
\begin{equation*}
\forall t \geqslant \frac{M L_{\Omega}}{a_{*}}:\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\| \geqslant \frac{\Delta x}{3 L_{\Omega}}\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\| \tag{50}
\end{equation*}
$$

for $\Delta x$ sufficiently small, and

$$
\begin{equation*}
\forall t \geqslant \frac{M L_{\Omega}^{2}}{a_{*} \Delta x}:\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\| \geqslant\left(1-\frac{1}{\sqrt{e}}\right)\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\| \tag{51}
\end{equation*}
$$

for any $\Delta x$.
The proof of Proposition 4.1 is based on the following lemma:
Lemma 4.4. We have

$$
\begin{equation*}
\forall t \geqslant 0: \mathbb{P}_{\kappa=1}\left(q_{\kappa=1}^{a}(t)-\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}\right)=0 \tag{52}
\end{equation*}
$$

It is also based on this second lemma:

Lemma 4.5. There exists a constant $L_{\Omega}$ depending only on $\Omega$ such that

$$
\begin{equation*}
\forall t \geqslant 0:\|q(t)\|^{2} \leqslant L_{\Omega}^{2}\left(\|\nabla r(t)\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{x} u(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{y} v(t)\right\|_{L^{2}(\Omega)}^{2}\right) \tag{53}
\end{equation*}
$$

for any function $q:=(r, u, v)^{T}$ satisfying $\mathbb{P}_{\kappa=1} q=0$.

Proof of Proposition 4.1. Let us define $\check{q}_{\kappa=1}=q_{\kappa=1}^{a}-\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}:=\left(\check{r}_{\kappa=1}, \check{u}_{\kappa=1}\right)^{T}$. By multiplying (32)(a) verified by $\check{q}_{\kappa=1}$ with $\check{q}_{\kappa=1}$ itself and by integrating over $\Omega$, we obtain

$$
\begin{equation*}
\frac{1}{2} \frac{d}{d t}\left(\left\|\check{q}_{\kappa=1}(t)\right\|^{2}\right)=-\frac{a_{*} \Delta x}{2 M}\left(\left\|\nabla \check{r}_{\kappa=1}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{x} \check{u}_{\kappa=1}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{y} \check{v}_{\kappa=1}(t)\right\|_{L^{2}(\Omega)}^{2}\right) . \tag{54}
\end{equation*}
$$

Now, through (52) and (53), we obtain

$$
\frac{d}{d t}\left(\left\|\check{q}_{\kappa=1}(t)\right\|^{2}\right)+\frac{a_{*} \Delta x}{M L_{\Omega}^{2}}\left\|\check{q}_{\kappa=1}(t)\right\|^{2} \leqslant 0 .
$$

We obtain (48) by applying Grönwall's lemma.

Proof of Corollary 4.1. We have

$$
\left\|q_{\kappa}^{a}(t)-\mathbb{P} q^{0}\right\|=\left\|\left(q_{\kappa}^{a}(t)-\mathbb{P}_{\kappa} \mathbb{P} q^{0}\right)-\left(\mathbb{P} q^{0}-\mathbb{P}_{\kappa} \mathbb{P} q^{0}\right)\right\| \geqslant\left\|\left|q_{\kappa}^{a}(t)-\mathbb{P}_{\kappa} \mathbb{P} q^{0}\|-\|\left(\mathbf{1}-\mathbb{P}_{\kappa}\right) \mathbb{P} q^{0} \|\right|\right.
$$

by using the reverse triangle inequality. But, inequality (48) shows that

$$
\left\|\left(1-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\| \geqslant\left\|q_{\kappa=1}^{a}(t)-\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}\right\| .
$$

Thus, we have also

$$
\left\|q_{\kappa=1}^{a}(t)-\mathbb{P} q^{0}\right\| \geqslant\left\|\left(\mathbf{1}-\mathbb{P}_{\kappa=1}\right) \mathbb{P} q^{0}\right\|-\left\|q_{\kappa=1}^{a}(t)-\mathbb{P}_{\kappa=1} \mathbb{P} q^{0}\right\|
$$

We obtain (49) by using again inequality (48). We deduce (50) from (49) by noting that $1-\exp (-x / 2) \geqslant x / 3$ for $x$ sufficiently small. In the same way, we deduce (51) from (49) by noting that $1-\exp (-x / 2) \geqslant 1-\exp (-1 / 2)$ for any $x \geqslant 1$.

Proof of Lemma 4.4. This is easily proven by integration of the first component of (32)(a) over $\Omega$, by integration of the second component of (32)(a) over $\left[a_{1}, b_{1}\right]$ and by integration of the third component of (32)(a) over $\left[a_{2}, b_{2}\right]$, invoking the periodicity of the domain and the fact that (52) is true at $t=0$ by definition.

Proof of Lemma 4.5. This is easily proven by standard Poincaré-Wirtinger inequalities.

## 5. Analysis of Godunov type schemes

When the mesh is triangular or tetrahedral, we cannot apply directly the analysis proposed in Section 4 since it is difficult to generalize the notion of modified equation when the mesh is not cartesian. Nevertheless, the notion of kernel remains relevant in the discrete case for any mesh type. Thus, to obtain information at the discrete level without the notion of modified equation, the first point is to define the discrete stationary subspace $K e r \rrbracket_{\kappa, h}$ that is the discrete version of the stationary subspace $\operatorname{Ker} L$ (we recall that $\mathcal{E}=\operatorname{KerL}$ ), $\mathbb{a}_{\kappa, h}$ being the discrete version of $L_{\kappa}$ given by (33) ( $\mathbb{a}_{\kappa, h}$ will be defined below). We will see that when the mesh is triangular, $\operatorname{Ker}_{\kappa, h}$ is a good approximation of $\mathcal{E}$ when the scheme is the Godunov scheme $(\kappa=1)$ or the low Mach Godunov scheme ( $\kappa=0$ ). This result justifies the fact that Godunov type schemes are accurate at low Mach number when the mesh is triangular. Let us note that the results obtained in the sequel in dimension two on a triangular mesh are also valid in dimension three in the case of a tetrahedral mesh. For the sake of completeness, we will also show that when the mesh is cartesian, $\operatorname{Ker}_{\kappa, h}$ is a good approximation of $\mathcal{E}$ only in the case of the low Mach Godunov scheme.

### 5.1. Link between the accuracy of Godunov type schemes and the structure of $\operatorname{Ker} \rrbracket_{\kappa, h}$

The semi-discrete version of Godunov scheme (16) and of low Mach Godunov scheme (17) applied to the linear wave equation are given by

$$
\begin{equation*}
\frac{d q_{h}}{d t}+\frac{\mathbb{L}_{\kappa, h}}{M} q_{h}=0 \tag{55}
\end{equation*}
$$

with an initial condition $q_{h}(t=0)$ which will be defined later (see (64) below). In (55), we have set $q_{h}:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N}$ and

$$
\left\{\begin{array}{l}
\mathbb{L}_{\kappa, h}:=\left(\begin{array}{c}
\mathbb{L}_{\kappa, h}^{1} \\
\vdots \\
\mathbb{L}_{\kappa, h}^{i} \\
\vdots \\
\mathbb{L}_{\kappa, h}^{N}
\end{array}\right),  \tag{56}\\
\mathbb{L}_{\kappa, h}^{i} q:=\frac{a_{*}}{2\left|T_{i}\right|}\binom{\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}-r_{j}\right)+\left(\mathbf{u}_{i}+\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right]}{\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}+r_{j}\right)+\kappa\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right] \mathbf{n}_{i j}}
\end{array}\right.
$$

( $N$ is the number of cells of the mesh). Godunov scheme (16) is defined with (55), (56) and $\kappa=1$; low Mach Godunov scheme (17) is defined with (55), (56) and $\kappa=0$. The set $\operatorname{Ker}_{\mathbb{L}_{\kappa, h}}$ is defined as the set of $\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N}\right\}$ such that

$$
\forall i \in\{1, \ldots, N\}:\left\{\begin{array}{l}
\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}-r_{j}\right)+\left(\mathbf{u}_{i}+\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right]=0,  \tag{a}\\
\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}+r_{j}\right)+\kappa\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right] \mathbf{n}_{i j}=0 .
\end{array}\right.
$$

Of course, $\operatorname{Ker} \rrbracket_{\kappa, h}$ is a subspace and we can define its orthogonal $\left(\operatorname{Ker} \rrbracket_{\kappa, h}\right)^{\perp}$. Since $\mathbb{R}^{3 N}$ is a finite dimension space, we have $\operatorname{Ker} \rrbracket_{\kappa, h} \oplus\left(\operatorname{Ker} \rrbracket_{\kappa, h}\right)^{\perp}=\mathbb{R}^{3 N}$ and we can define the discrete orthogonal projection $\mathbb{P}_{\kappa, h}$ on $\operatorname{Ker} \rrbracket_{\kappa, h}$. The subspace $\operatorname{Ker} \rrbracket_{\kappa, h}$ is of course invariant since it is stationary by construction. By admitting that the energy $E(t):=\|q(t)\|^{2}$ (with $\left.\|q\|^{2}=\sum_{i}\left(r_{i}^{2}+\left|\mathbf{u}_{i}\right|^{2}\right)\left|T_{i}\right|\right)$ is a decreasing function for scheme (55), we deduce from the invariance of $\operatorname{Ker} \mathbb{L}_{K, h}$ that

$$
\begin{equation*}
\left\|q^{0}-\mathbb{P}_{\kappa, h} q^{0}\right\|=\mathcal{O}(M) \Rightarrow\left\|q_{h}-\mathbb{P}_{\kappa, h} q_{h}\right\|(t \geqslant 0)=\mathcal{O}(M) \tag{58}
\end{equation*}
$$

We may think that estimate (58) - that seems to be similar to (34) - implies that Godunov type schemes are accurate at low Mach number on any mesh. But, we know that this is not the case, at least when the mesh is a 2D or 3D cartesian mesh as it was underlined with estimate (36). The important point here is that $\operatorname{Ker} \rrbracket_{\kappa, h}$ is not always a good approximation of the well-prepared subspace $\mathcal{E}$. As a consequence, $\mathbb{P}_{\kappa, h}$ is not always a good approximation of the Hodge projection $\mathbb{P}$. In that case, estimate (58) cannot be considered as a discrete version of estimate (34). More precisely, we will prove in the sequel that $\operatorname{Ker}_{\kappa} \mathbb{L}_{k}$ is a good approximation of $\mathcal{E}$ when the mesh is a triangular mesh for $\kappa \in\{0,1\}$. Moreover, we will also prove that $\operatorname{Ker}_{\mathbb{L}_{k, h}}$ is a good approximation of $\mathcal{E}$ when the mesh is rectangular if and only if $\kappa=0$. At last, let us emphasize that $\operatorname{Ker}^{\mathbb{L}_{\kappa=1, h} \neq \operatorname{Ker} \rrbracket_{\kappa=0, h} \text { since }}$ for the Godunov scheme ( $\kappa=1$ ) and for the low Mach Godunov scheme ( $\kappa=0$ ), Eq. (57)(b) is respectively defined by

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}: \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}+r_{j}\right)+\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right] \mathbf{n}_{i j}=0 \tag{59}
\end{equation*}
$$

and

$$
\begin{equation*}
\forall i \in\{1, \ldots, N\}: \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left(r_{i}+r_{j}\right) \mathbf{n}_{i j}=0 . \tag{60}
\end{equation*}
$$

More precisely, we will prove that

$$
\begin{cases}\text { on a triangular or tetrahedral mesh : } & \operatorname{Ker} \mathbb{\square}_{\kappa=1, h}=\mathcal{E}_{h}^{\Delta} \subset \operatorname{Ker} \mathbb{\square}_{\kappa=0, h}, \\ \text { on a 1D cartesian mesh : } & \operatorname{Ker} \mathbb{Q}_{\kappa=1, h}=\mathcal{E}_{h}^{\square}=\operatorname{Ker} \mathbb{Q}_{\kappa=0, h}, \\ \text { on a 2D or 3D cartesian mesh : } & \operatorname{Ker} \mathbb{Q}_{\kappa=1, h} \not \mathcal{E}_{h}^{\square}=\operatorname{Ker} \mathbb{Q}_{\kappa=0, h},\end{cases}
$$

where $\mathcal{E}_{h}^{4}$ and $\mathcal{E}_{h}^{\square}$ - respectively defined by (20) and (23) - are standard discretizations of the continuous well-prepared subspace $\mathcal{E}$ when the mesh is respectively triangular and cartesian.

In the sequel, we define for the discrete solution $q_{h}(t)$ of semi-discrete scheme (55) the splitting

$$
\begin{equation*}
q_{h}(t)=q_{\kappa, h}^{a}(t)+q_{\kappa, h}^{b}(t) \tag{61}
\end{equation*}
$$

In (61), $q_{\kappa, h}^{a}(t)$ is solution of (55) with the initial condition

$$
\begin{equation*}
q_{\kappa, h}^{a}(t=0)=\mathbb{P}_{h}\left(\mathbb{P} q^{0}\right)_{h} \tag{62}
\end{equation*}
$$

and $q_{\kappa, h}^{b}(t)$ is solution of (55) with the initial condition

$$
\begin{equation*}
q_{\kappa, h}^{b}(t=0)=q_{h}^{0}-\left(\mathbb{P} q^{0}\right)_{h} \tag{63}
\end{equation*}
$$

where $\mathbb{P}_{h}:=\mathbb{P}_{\mathcal{E}_{h}}, \mathbb{P}_{h}:=\mathbb{P}_{\mathcal{E}^{\square}}$ or $\mathbb{P}_{h}:=\mathbb{P}_{\mathcal{E}^{\text {mac, }}}$ according to mesh type, and where $\left(q^{0}\right)_{h}$ and $\left(\mathbb{P} q^{0}\right)_{h}$ are accurate approximations of respectively $q^{h}$ and $\mathbb{P} q^{b}$. Relations (61)-(63) are discrete versions of (41)-(43). In the sequel, we suppose that the initial condition $q^{0}$ is well-prepared, which implies that $\left\|q_{\kappa, h}^{b}(t=0)\right\|=\mathcal{O}(M)$. Let us underline that (62) and (63) imply that the initial condition $q_{h}(t=0)$ of (55) is given by

$$
\begin{equation*}
q_{h}(t=0)=\mathbb{P}_{h}\left(\mathbb{P} q^{0}\right)_{h}+q_{h}^{0}-\left(\mathbb{P} q^{0}\right)_{h} . \tag{64}
\end{equation*}
$$

We have defined this initial condition instead of $q_{h}^{0}$ to be sure that it is a sum of an element of the discrete well-prepared subspace and of an element of order $\mathcal{O}(M)$. And, by stability of the Godunov scheme and of the low Mach Godunov scheme, we have $\left\|q_{\kappa, h}^{b}(t \geqslant 0)\right\|=\mathcal{O}(M)$. This means that the accuracy of these schemes will be completely determined by the behaviour of $q_{\kappa, h}^{a}(t)$ which deeply depends on the structure of $\operatorname{Ker}^{\square} \llbracket_{\kappa, h}$.

### 5.2. The case of triangular meshes

We now study the discrete version of the results proposed in Section 4.2 when the mesh is a 2D triangular mesh, the 3D tetrahedral case being similar.
5.2.1. Structure of $\operatorname{Ker}_{\mathbb{L}_{\kappa}, h}$ when the mesh is triangular

The following result holds (the proof is in annex A):
Lemma 5.1. When the mesh is triangular, we have

$$
\begin{equation*}
\operatorname{Ker} \mathbb{\unrhd}_{\kappa=1, h}=\mathcal{E}_{h}^{\Lambda}, \tag{65}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Ker} \mathbb{\square}_{\kappa=0, h} \supset \mathcal{E}_{h}^{A} . \tag{66}
\end{equation*}
$$

Moreover, any $q:=(r, \mathbf{u})^{T} \in \operatorname{Ker} \mathbb{\square}_{\kappa=0, h}$ is such that $\exists c \in \mathbb{R}$ such that $\forall T_{i}: r_{i}=c$.
Equality (65) means that $\operatorname{Ker} \rrbracket_{K=1, h}$ is a good approximation of $\mathcal{E}$. The strict inclusion (66) implies that $K e r \rrbracket_{\kappa=0, h}$ is rich enough to well approach $\mathcal{E}$ : in that sense, we can also say that $\operatorname{Ker}_{\rrbracket_{k=0, h}}$ is a good approximation of $\mathcal{E}$. At last, let us underline that the fact that the elements $T_{i}$ are all triangles is essential in the proof of Lemma 5.1; a similar result would not be obtained for other types of elements as we will see in Section 5.3.
5.2.2. Time behaviour when the mesh is triangular

As discussed at the end of Section 5.1, we have $\left\|q_{k \in\{0,1\}, h}^{b}(t \geqslant 0)\right\|=\mathcal{O}(M)$. Moreover, by construction, we have $q_{\kappa \in\{0,1\}, h}^{a}(t \geqslant 0)=q_{k \in\{0,1\}, h}^{a}(t=0) \in \mathcal{E}_{h}^{A}$. In that case, there are no spurious acoustic waves and, thus, there is no condition on $h$ to avoid the creation of spurious acoustic waves for the Godunov scheme and for the low Mach Godunov scheme. This theoretical result justifies the numerical results proposed in Section 3.5.

### 5.3. The case of cartesian meshes

We now study the discrete version of the results proposed in Section 4.2 when the mesh is a 2D cartesian mesh, the 3D cartesian case being similar. For the sake of simplicity, we suppose, as in Section 3.4.2, that the number of cells $N_{x}$ and $N_{y}$ in each direction are odd. This hypothesis allows us to forget the possible existence of checkerboard modes due to the even/odd decoupling. Nevertheless, it would be possible to extend the following results when $N_{x}$ and/or $N_{y}$ are even.

### 5.3.1. Structure of $\operatorname{Ker}_{\unrhd_{\kappa, h}}$ when the mesh is cartesian

We have the following result (the proof is in annex A):
Lemma 5.2. When $\Omega=\mathbb{T}^{d=2}$ and when the mesh is cartesian, we have

$$
\begin{equation*}
\operatorname{Ker} \mathbb{\unrhd}_{\kappa=1, h}=\left\{q:=\binom{r}{\mathbf{u}} \in \mathbb{R}^{3 N_{x} N_{y}} \quad \text { such that } \exists\left(c,\left(u_{j}\right),\left(v_{i}\right)\right) \in \mathbb{R} \times \mathbb{R}^{N_{y}} \times \mathbb{R}^{N_{x}} \quad \text { such that } \forall(i, j): r_{i, j}=c \quad \text { and } \mathbf{u}_{i, j}=\binom{u_{j}}{v_{i}}\right\}, \tag{67}
\end{equation*}
$$

which implies that

$$
\begin{equation*}
\operatorname{Ker} \mathbb{L}_{\kappa=1, h} \not \mathcal{E}_{h}^{\square} . \tag{68}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\operatorname{Ker} \rrbracket_{\kappa=0, h}=\mathcal{E}_{h}^{\square} \tag{69}
\end{equation*}
$$

Relations (67) and (68) show that the subspace $\operatorname{Ker} \rrbracket_{\kappa=1, h}$ is a very poor subspace of $\mathcal{E}$. Indeed, the subspace defined with (67) is unable to approach all divergence-free continuous functions. On the other hand, (69) show that $\operatorname{Ker}_{\mathbb{Q}_{\kappa=0, h}}$ is rich enough to approach all divergence-free continuous functions. In other words, $\operatorname{Ker} \mathbb{\Perp}_{\kappa=0, h}$ is a good approximation of $\mathcal{E}$. These results are coherent with those obtained in Section 4.2, Lemma 5.2 being the discrete version of Lemma 4.2.

Let us note that when $N_{x}$ or $N_{y}$ are even, we only have $\operatorname{Ker} \rrbracket_{\kappa=0, h} \supset \mathcal{E}_{h}^{\square}$. This difference between $\operatorname{Ker} \rrbracket_{\kappa=0, h}$ and $\mathcal{E}_{h}^{\square}$ is linked to the existence of checkerboard modes. Of course, since they belong to the kernel of the low Mach number Godunov scheme, they do not grow up with time (see [23] for a study of these checkerboard modes in the 1D case).

### 5.3.2. Time behaviour when the mesh is cartesian

We now study the time behaviour of the solution $q_{h}(t)$ of semi-discrete scheme (55) when the mesh is cartesian.

## - The case of the Godunov scheme $(\boldsymbol{\kappa}=1)$ on a cartesian mesh:

For the sake of simplicity, we now suppose that $\Delta x=\Delta y:=h$. We reach the same conclusions as in the analysis conducted with the first-order modified equation in Section 4.2.2. More precisely, let us define

$$
\hat{q}_{h}^{0}:=\mathbb{P}_{h}\left(\mathbb{P} q^{0}\right)_{h} .
$$

The vector $\hat{q}_{h}^{0}$ belongs to $\mathcal{E}_{h}^{\square}$ (since $\mathbb{P}_{h}:=\mathbb{P}_{\mathcal{E}_{h}^{\square}}$ ) and defines the initial condition of $q_{k=1, h}^{a}(t)$ solution of (55) (see the discussion at the end of Section 5.1). Let us underline that $\hat{q}_{h}^{0}$ is close to $\left(\mathbb{P} q^{0}\right)_{h}$. The fact that $\hat{q}_{h}^{0}-\mathbb{P}_{\kappa=1, h} \hat{q}_{h}^{0}$ is in general of order one (because of strict inclusion (68)) leads to the fact that

$$
\begin{equation*}
\left\|q_{\kappa=1, h}^{a}(t)-\hat{q}_{h}^{0}\right\| \geqslant \mathcal{O}(h) \quad \text { when } t=\mathcal{O}(M) . \tag{70}
\end{equation*}
$$

Estimate (70) is a discrete version of estimate (44). As in the case of first-order modified equation (32) studied at the continuous level (see point 3 in Section 4.2.2), we cannot deduce directly from (70) a discrete version of estimate (36) that would characterizes the creation of discrete spurious acoustic waves in the discrete acoustic subspace $\left(\mathcal{E}_{h}^{\square}\right)^{\perp}$. Indeed, any discrete version of (36) would be stronger than (70). Nevertheless, knowing that (36) was proven at the continuous level in [9] in the case of first-order modified equation, we may consider (70) as a direct consequence of the creation of discrete spurious acoustic waves. Let us note that (36) is experimentally justified in Section 3.5. As a consequence, the constraint on the mesh to avoid the creation of spurious acoustic waves of order one within a time of order $\mathcal{O}(M)$ should be

$$
\begin{equation*}
h=\mathcal{O}(M) \tag{71}
\end{equation*}
$$

for the Godunov scheme in the cartesian case which is too restrictive for practical applications. Moreover, we also obtain that

$$
\begin{equation*}
\left\|q_{\kappa=1, h}^{a}(t)-\hat{q}_{h}^{0}\right\| \geqslant \mathcal{O}(1) \quad \text { when } t=\mathcal{O}\left(\frac{M}{\Delta x}\right) \tag{72}
\end{equation*}
$$

which is a direct consequence of the fast diffusion of $\hat{q}_{h}^{0}$ toward $\mathbb{P}_{\kappa=1, h} \hat{q}_{h}^{0}$ when $t$ grows (see Proposition 5.1 below). Estimate (72) is a discrete version of estimate (47). Figs. 5 and 6 confirm this fast diffusion for the velocity field $\mathbf{u}$ on a 2D cartesian mesh of $51 \times 51$ cells in the case of the numerical test-case proposed in Section 3.5. Indeed, Fig. 5 represents isolines of $\psi_{i, j}(t=20 M)$ where $\psi_{i, j}$ is deduced from discrete projection (25) of $q_{h}(t=20 M)$ onto $\mathcal{E}_{h}^{\square}$; and Fig. 6 represents isolines of $\psi_{t h}(x, y):=-\frac{1}{4 \pi}[\cos (2 \pi x)+\cos (4 \pi y)]$ which is deduced from the projection of initial condition (30) onto $\operatorname{KerL}_{k=1}$ defined by (37). Indeed, from Lemma 4.3, the velocity component of this projection is given by $(\sin (4 \pi y)$, $\left.-\frac{1}{2} \sin (2 \pi x)\right)^{T}=\nabla \times \psi_{t h}$. On the other hand, Figs. 1 and 2 in Section 3.5 show that the projection of $q_{h}$ onto $\left(\mathcal{E}_{h}^{\square}\right)^{\perp}$ converges toward zero when $t$ grows. Thus, Figs. 1, 2 and 5,6 show that $q_{h}$ converge toward $\mathbb{P}_{\kappa=1, h} \hat{q}_{h}^{0}$ when $q_{h}(t=0)=\hat{q}_{h}^{0}$.


Fig. 5. Isolines of $\psi_{i, j}(t=20 \mathrm{M})$. Godunov scheme on a $51 \times 51$ cartesian mesh.


Fig. 6. Isolines of $\psi_{t h}(x, y)$. Theoretical result on a $51 \times 51$ cartesian mesh.

In order to prove (70) and (72), we use discrete versions of Lemma 4.3, of Proposition 4.1 and of Corollary 4.1. The discrete version of Lemma 4.3 is given by:

Lemma 5.3. When $\Omega=\mathbb{T}^{d=2}$ and when the mesh is cartesian, the projection $\mathbb{P}_{\kappa=1, h}$ is defined by

$$
\left(\mathbb{P}_{\kappa=1, h} q_{h}\right)_{i, j}=\left(\begin{array}{c}
\frac{1}{N_{x} N_{y}} \sum_{k, \ell}\left(r_{h}\right)_{k, \ell} \\
\frac{1}{N_{x}} \sum_{k}\left(u_{h}\right)_{k, j} \\
\frac{1}{N_{y}} \sum_{\ell}\left(v_{h}\right)_{i, \ell}
\end{array}\right)
$$

Lemma 5.3 written in $1 \mathrm{D}(d=1)$ or in $3 \mathrm{D}(d=3)$ is similar. The discrete version of Proposition 4.1 is given by:

Proposition 5.1. When $\kappa=1$, there exists a constant $L_{\Omega}$ depending only on $\Omega$ such that

$$
\begin{equation*}
\forall t \geqslant 0:\left\|q_{\kappa=1, h}^{a}(t)-\mathbb{P}_{\kappa=1, h} \hat{q}_{h}^{0}\right\| \leqslant\left\|\left(\mathbf{1}-\mathbb{P}_{\kappa=1, h}\right) \hat{q}_{h}^{0}\right\| \exp \left(-\frac{a_{*} h}{2 M L_{\Omega}^{2}} t\right) \tag{73}
\end{equation*}
$$

And, from this proposition, we easily obtain a discrete version of Corollary 4.1 that allows to obtain estimates (70) and (72).

- The case of the low Mach Godunov scheme $(\boldsymbol{\kappa}=\mathbf{0})$ on a cartesian mesh:

As discussed at the end of Section 5.1, we have $\left\|q_{k, h}^{b}(t \geqslant 0)\right\|=\mathcal{O}(M)$. Moreover, by construction, we have $q_{\kappa, h}^{a}(t \geqslant 0)=q_{\kappa, h}^{a}(t=0) \in \mathcal{E}_{h}^{\square}$ (we recall that $\operatorname{Ker}_{\square_{\kappa}=0, h}=\mathcal{E}_{h}^{\square}$ ). In that case, there are no spurious acoustic waves and, thus, there is no condition on $h$ to avoid the creation of spurious acoustic waves. This theoretical result justifies the numerical results proposed in Section 3.5.

The proof of Proposition 5.1 uses discrete versions of Lemmas 4.4 and 4.5. The discrete version of Lemma 4.4 is given by:
Lemma 5.4. We have

$$
\begin{equation*}
\forall t \geqslant 0: \mathbb{P}_{\kappa=1, h}\left(q_{\kappa=1, h}^{a}(t)-\mathbb{P}_{\kappa=1, h} \hat{q}_{h}^{0}\right)=0 \tag{74}
\end{equation*}
$$

Before we turn to the next lemma, we need definitions of discrete differential operators. Let $u_{h}=\left(u_{i, j}\right)$ be in $\mathbb{R}^{N_{x} N_{y}}$, we define $\partial_{x, h} u_{h}$ by

$$
\begin{equation*}
\forall(i, j) \in\left[0, N_{x}\right] \times\left[1, N_{y}\right]:\left(\partial_{x, h} u_{h}\right)_{i+1 / 2, j}:=\frac{u_{i+1, j}-u_{i, j}}{\Delta x} \tag{75}
\end{equation*}
$$

Let $v_{h}=\left(v_{i, j}\right)$ be in $\mathbb{R}^{N_{x} N_{y}}$, we define $\partial_{y, h} v_{h}$ by

$$
\begin{equation*}
\forall(i, j) \in\left[1, N_{x}\right] \times\left[0, N_{y}\right]:\left(\partial_{y, h} v_{h}\right)_{i, j+1 / 2}:=\frac{v_{i, j+1}-v_{i, j}}{\Delta y} \tag{76}
\end{equation*}
$$

Let $r_{h}=\left(r_{i, j}\right)$ be in $\mathbb{R}^{N_{x} N_{y}}$. We define $\nabla_{h} r_{h}$ by

$$
\left\{\begin{array}{l}
\forall(i, j) \in\left[0, N_{\chi}\right] \times\left[1, N_{y}\right]:\left(\nabla_{h} r_{h}\right)_{i+1 / 2, j}:=\left(\partial_{x, h} r_{h}\right)_{i+1 / 2, j},  \tag{77}\\
\forall(i, j) \in\left[1, N_{x}\right] \times\left[0, N_{y}\right]:\left(\nabla_{h} r_{h}\right)_{i, j+1 / 2}:=\left(\partial_{y, h} r_{h}\right)_{i, j+1 / 2} .
\end{array}\right.
$$

In (75), it is meant, by periodicity of the domain, that $u_{0, j}=u_{N_{x}, j}$ and $u_{N_{x}+1, j}=u_{1, j}$. The same kind of convention is used in (77)(a). In the same way, it is meant in (76) that $v_{i, 0}=v_{i, N_{y}}$ and $v_{i, N_{y}+1}=v_{i, 1}$, and the same convention is used in (77)(b). The discrete version of Lemma 4.5 is given by:

Lemma 5.5. There exists a constant $L_{\Omega}$ depending only on $\Omega$ such that

$$
\begin{equation*}
\forall t \geqslant 0:\left\|q_{h}(t)\right\|^{2} \leqslant L_{\Omega}^{2}\left(\left\|\nabla_{h} r_{h}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{x, h} u_{h}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{y, h} v_{h}(t)\right\|_{L^{2}(\Omega)}^{2}\right) \tag{78}
\end{equation*}
$$

for any function $q_{h}$ satisfying $\mathbb{P}_{\kappa=1, h} q_{h}=0$.
Proof of Proposition 5.1. Let us define $\check{q}_{\kappa=1, h}=q_{\kappa=1, h}^{a}-\mathbb{P}_{\kappa=1} \hat{q}_{h}^{0}:=\left(\check{r}_{\kappa=1, h}, \check{u}_{\kappa=1, h}\right)^{T}$. By multiplying (55) verified by $\check{q}_{k=1, h}$ with $\check{q}_{\kappa=1, h}$ itself and by performing discrete integrations, we obtain

$$
\frac{1}{2} \frac{d}{d t}\left(\left\|\check{q}_{\kappa=1, h}(t)\right\|^{2}\right)=-\frac{a_{*} h}{2 M}\left(\left\|\nabla_{h} \check{r}_{\kappa=1, h}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{x, h} \check{u}_{\kappa=1, h}(t)\right\|_{L^{2}(\Omega)}^{2}+\left\|\partial_{y, h} \check{v}_{\kappa=1, h}(t)\right\|_{L^{2}(\Omega)}^{2}\right) .
$$

Now, through (74) and (78), we obtain

$$
\frac{d}{d t}\left(\left\|\check{q}_{\kappa=1, h}(t)\right\|^{2}\right)+\frac{a_{*} h}{M L_{\Omega}^{2}}\left\|\check{q}_{\kappa=1, h}(t)\right\|^{2} \leqslant 0
$$

We conclude, like in the proof of Proposition 4.1, by using Grönwall's lemma.

Proof of Lemma 5.4. This is easily proven by summation of the first component of (55) over $(k, \ell) \in\left[1, N_{x}\right] \times\left[1, N_{y}\right]$, by summation of the second component of (55) over $k \in\left[1, N_{x}\right]$ and by summation of the third component of (55) over $\ell \in\left[1, N_{y}\right]$, invoking the periodicity of the domain, the conservativity of the scheme and the fact that (74) is true at $t=0$ by definition.

Proof of Lemma 5.5. We obtain the result by using a discrete Poincaré-Wirtinger inequality [24].

### 5.4. The monodimensional case

In the 1 D case, the discrete well-prepared subspace $\mathcal{E}_{h}^{\square}$ (given in 2D by (23)) is defined by

$$
\mathcal{E}_{h}^{\square}=\left\{q:=\binom{r}{u} \in \mathbb{R}^{2 N_{x}} \quad \text { such that } \exists(a, b) \in \mathbb{R}^{2} \quad \text { such that } \forall i: r_{i}=a \quad \text { and } u_{i}=b\right\}
$$

( $N_{x}$ is the number of cells supposed to be odd for the sake of simplicity) and Lemma 5.2 is replaced by:
Lemma 5.6. When $\Omega=\mathbb{T}^{d=1}$, we have

$$
\begin{equation*}
\operatorname{Ker} \rrbracket_{\kappa=1}=\mathcal{E}_{h}^{\square} . \tag{79}
\end{equation*}
$$

Moreover, we have

$$
\begin{equation*}
\operatorname{Ker} \rrbracket_{\kappa=0, h}=\mathcal{E}_{h}^{\square} . \tag{80}
\end{equation*}
$$

Here, the important point is that (79) is completely different from (68) (nevertheless, (80) is identical to (69)). Thus, this lemma underlines that the Godunov scheme (and the low Mach Godunov scheme as we already known) do not suffer of any inaccuracy at low Mach number, which is coherent with estimate (34) obtained in [9] by studying at the continuous level firstorder modified equation (32).

## 6. Analysis of the MAC scheme

We now show that the point of view proposed in Section 5 is compatible with the fact that a MAC type scheme [26] is adapted to solve the compressible Euler or Navier-Stokes system at low Mach number. We recall that the MAC scheme applied to linear wave equation (1) is given by (18). In that case, the discrete linear operator $\mathbb{L}_{h}$ is defined by

$$
\left\{\mathbb{\mathbb { L }}_{h}:=\left(\begin{array}{c}
\mathbb{L}_{h}^{1,1}  \tag{81}\\
\vdots \\
\mathbb{L}_{h}^{i, j} \\
\vdots \\
\mathbb{\mathbb { N }}_{h}^{N_{x}, N_{y}}
\end{array}\right), \quad \mathbb{\mathbb { L }}_{h}^{i, j} q:=a_{*}\left(\begin{array}{c}
\frac{u_{i+1 / 2, j}-u_{i-1 / 2, j}}{\Delta x}+\frac{v_{i, j+1 / 2}-v_{i, j-1 / 2}}{\Delta y} \\
\frac{r_{i+1, j}-r_{i, j}}{\Delta x} \\
\frac{r_{i, j+1}-r_{i, j}}{\Delta y} \\
\end{array}\right)\right.
$$

We can prove that the kernel of $\mathbb{1}_{h}$ is now given by

$$
\begin{equation*}
\operatorname{Ker} \mathbb{\square}_{h}=\mathcal{E}_{h}^{M A C, \square}, \tag{82}
\end{equation*}
$$

where $\mathcal{E}_{h}^{\text {MAC, } \square}$ is defined by (27). Thus, the behaviour of the MAC scheme on a cartesian mesh is identical to the one of the Godunov scheme ( $\kappa=1$ ) on a triangular mesh (see (65)) or to the one of the low Mach Godunov scheme $(\kappa=0)$ on a triangular mesh (see (66)) or on a cartesian mesh (see (69)). In that case, there are no spurious acoustic waves and, thus, there is no condition on $h$ to avoid the creation of spurious acoustic waves. This theoretical result justifies the numerical results proposed in Section 3.5. Let us underline that there are no checkerboard modes in the case of the MAC scheme, which is not the case for the low Mach Godunov scheme when $N_{x}$ or $N_{y}$ are even (see [23] in the 1D case).

## 7. Link with the asymptotic analysis

The analysis of discretized compressible Euler system at low Mach number is often performed through a formal asymptotic analysis in powers of $M$ [10,13,21,22]. In the case of numerical scheme (55), if we set

$$
\begin{equation*}
q_{i}^{n}=q_{i}^{0, n}+M q_{i}^{1, n}+\cdots \tag{83}
\end{equation*}
$$

then, the development of (55) in powers of $M$ formally yields that the set $\left(q_{i}^{0, n}\right)$ belongs to $\operatorname{Ker}_{\unrhd_{\kappa}, h}$ at each time $t^{n}$, while, in the continuous linear wave equation (1), the $\mathcal{O}(1)$ term of the development belongs to $\mathcal{E}$. But, we have shown in Section 5 that

$$
\left\{\begin{array}{lll}
\text { on a triangular or tetrahedral mesh : } & \operatorname{Ker} \mathbb{\square}_{\kappa=1, h}=\mathcal{E}_{h}^{A} \subset \operatorname{Ker} \mathbb{\square}_{\kappa=0, h}, & \text { (a) }  \tag{84}\\
\text { on a 1D cartesian mesh : } & \operatorname{Ker} \mathbb{Q}_{\kappa=1, h}=\mathcal{E}_{h}^{\square}=\operatorname{Ker} \mathbb{Q}_{\kappa=0, h}, & \text { (b) } \\
\text { on a 2D or 3D cartesian mesh : } & \operatorname{Ker} \mathbb{Q}_{\kappa=1, h} \not \mathcal{E}_{h}^{\square}=\operatorname{Ker} \mathbb{Q}_{\kappa=0, h}, & \text { (c) }
\end{array}\right.
$$

where $\mathcal{E}_{h}^{\Delta}$ and $\mathcal{E}_{h}^{\square}$ - respectively defined by (20) and (23) - are standard discretizations of the continuous well-prepared subspace $\mathcal{E}$ when the mesh is respectively triangular and cartesian. Then, $\left(q_{i}^{0, n}\right) \in \operatorname{Ker}_{k, h}$ implies that

$$
\begin{equation*}
\forall i: r_{i}^{0, n}=c \quad \text { that is to say } \forall i: r_{i}^{n}=c+\mathcal{O}(M) \tag{85}
\end{equation*}
$$

for any mesh type ((85) is a direct consequence of (89); see annex A). Nevertheless, (85) is not sufficient to prove that numerical scheme (55) is or is not accurate at low Mach number. Indeed, a necessary condition for the numerical asymptotic development of $q$ to be a good approximation of the continuous one is that $\operatorname{Ker}_{\kappa, h}$ approaches $\mathcal{E}$ well enough, which is only verified when the mesh is triangular (or tetrahedral) or 1D cartesian in the case of the Godunov scheme ( $\kappa=1$ ) and when the mesh is triangular (or tetrahedral) as well as cartesian in the case of the low Mach Godunov scheme ( $\kappa=0$ ) because of (84). Let us underline that these remarks concern also MAC scheme (18) whose behaviour is identical to the one of the low Mach Godunov scheme on a cartesian mesh (compare (82) and (84)(c) with $\kappa=0$ ).

## 8. Conclusion

In this article, we have studied the behaviour of the Godunov scheme, of the low Mach Godunov scheme [9] and of the MAC scheme applied to the linear wave equation in order to study the behaviour of these schemes applied to the resolution of the compressible Euler or Navier-Stokes system at low Mach number over short (i.e. acoustic) time scales. We have enlightened the influence of the cell geometry on the accuracy of these schemes. In the triangular or tetrahedral case and in the 1D cartesian case, the stationary space of the Godunov scheme approaches well enough the continuous space of constant pressure and divergence-free velocity, while this is not the case in the 2D or 3D cartesian case. In the triangular or tetrahedral case and in the 1D, 2D or 3D cartesian case, the stationary space of the low Mach Godunov scheme approaches well enough the continuous space of constant pressure and divergence-free velocity. In the 1D, 2D or 3D cartesian case, the stationary space of the MAC scheme approaches well enough the continuous space of constant pressure and divergence-free velocity. As a consequence, it is easy to construct a discrete constant pressure and divergence-free velocity initial condition in such a way there is no discrete spurious acoustic waves for the Godunov scheme and for the low Mach Godunov scheme in the triangular or tetrahedral case, this remark being also valid for the low Mach Godunov scheme and for the MAC scheme in the 1D, 2D or 3D cartesian case and for the Godunov scheme only in the 1D cartesian case. As a consequence, for flows in the low Mach regime, the fast diffusion of the initial condition to its projection in the stationary space of the scheme has a dramatic effect on the accuracy of the Godunov scheme in the 2D or 3D cartesian case (but not in the 1D cartesian case), since it creates a spurious acoustic wave of order $\Delta x$ within a time of order $M$. On the contrary, at low Mach number, the Godunov scheme and the low Mach Godunov scheme remain accurate in the triangular or tetrahedral case, the Godunov scheme remains accurate in the 1D cartesian case, the low Mach Godunov scheme and the MAC scheme remain accurate in the 1D, 2D or 3D cartesian case. Note that these conclusions are only valid when the boundary conditions are periodic: non-periodic boundary conditions may require additional analysis that was not performed in the present work.

## Appendix A. Proof of Lemmas 5.1 and 5.2

We first start with calculations that are common to both lemmas. Let us consider $q_{h}:=\left(r_{i}, \mathbf{u}_{i}\right)^{T} \in \operatorname{Ker} \rrbracket_{\kappa, h}$, i.e. verifying (57). Let us multiply (57)(a) by $r_{i}$ and (57)(b) by $\mathbf{u}_{i}$ and add the resulting equalities over $i$. Then, we have

$$
\left\{\begin{array}{l}
\sum_{i} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[r_{i}\left(r_{i}-r_{j}\right)+r_{i}\left(\mathbf{u}_{i}+\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right]=0  \tag{a}\\
\sum_{i} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[\left(r_{i}+r_{j}\right)+\kappa\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right]\left(\mathbf{u}_{i} \cdot \mathbf{n}_{i j}\right)=0
\end{array}\right.
$$

Since for all $i$ we have $\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right| \mathbf{n}_{i j}=0$ (which is valid for any type of mesh), we also have

$$
\forall i \in\{1, \ldots, N\}: \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right| r_{i} \mathbf{u}_{i} \cdot \mathbf{n}_{i j}=r_{i} \mathbf{u}_{i} \cdot\left(\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right| \mathbf{n}_{i j}\right)=0 .
$$

By injecting this relation into (86), we obtain

$$
\left\{\begin{array}{l}
\sum_{i} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[r_{i}\left(r_{i}-r_{j}\right)+r_{i} \mathbf{u}_{j} \cdot \mathbf{n}_{i j}\right]=0  \tag{a}\\
\sum_{i} \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right|\left[r_{j}+\kappa\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right]\left(\mathbf{u}_{i} \cdot \mathbf{n}_{i j}\right)=0
\end{array}\right.
$$

Now, we rewrite the sums (87)(a) and (b) as sums over the edges $A_{i j}$. In these two sums, each individual $A_{i j}$ contributes twice: once when the considered triangle is $T_{i}$, and once when it is $T_{j}$, for which we have to exchange the roles of $i$ and $j$ in the corresponding contribution. This results in the fact that (87) is equivalent to

$$
\left\{\begin{array}{l}
\sum_{A_{i j}}\left|A_{i j}\right|\left\{\left[r_{i}\left(r_{i}-r_{j}\right)+r_{j}\left(r_{j}-r_{i}\right)\right]+r_{i} \mathbf{u}_{j} \cdot \mathbf{n}_{i j}+r_{j} \mathbf{u}_{i} \cdot \mathbf{n}_{j i}\right\}=0, \\
\sum_{A_{i j}}\left|A_{i j}\right|\left\{r_{j} \mathbf{u}_{i} \cdot \mathbf{n}_{i j}+r_{i} \mathbf{u}_{j} \cdot \mathbf{n}_{j i}+\kappa\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\left(\mathbf{u}_{i} \cdot \mathbf{n}_{i j}\right)+\kappa\left(\mathbf{u}_{j}-\mathbf{u}_{i}\right) \cdot \mathbf{n}_{j i}\left(\mathbf{u}_{j} \cdot \mathbf{n}_{j i}\right)\right\}=0 .
\end{array}\right.
$$

Adding these two equalities and noting that $\mathbf{n}_{j i}=-\mathbf{n}_{i j}$, we finally obtain

$$
\begin{equation*}
\sum_{A_{i j}}\left|A_{i j}\right|\left\{\left(r_{i}-r_{j}\right)^{2}+\kappa\left[\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}\right]^{2}\right\}=0 \tag{88}
\end{equation*}
$$

This leads to the fact that there exists a constant $c \in \mathbb{R}$ such that

$$
\begin{equation*}
\forall i: r_{i}=c \quad \text { for any } \kappa \in\{0,1\} \tag{89}
\end{equation*}
$$

which means that $r$ is a constant over the whole domain. Let us underline that (88) - and, thus, (89) - is verified for any mesh type. Let us now suppose that $\kappa=1$. We also deduce from (88) that we have

$$
\begin{equation*}
\forall i:\left(\mathbf{u}_{i}-\mathbf{u}_{j}\right) \cdot \mathbf{n}_{i j}=0 \quad \text { when } \kappa=1 \tag{90}
\end{equation*}
$$

for all couples (i,j) such that $T_{i}$ and $T_{j}$ are neighboring cells: thus, the normal component of $\mathbf{u}$ is conserved through the edges $\partial T_{i} \cap \partial T_{j}$ when $\kappa=1$. As for (89), let us underline that (90) is verified for any mesh type.

Proof of Lemma 5.1. We now specialize to the triangular case. We use the following lemma whose proof is in annex Appendix B.

Lemma A.1. Let us suppose that the mesh is triangular. Then the fact that

$$
\begin{equation*}
\exists\left(\mathbf{u}_{i}\right) \quad \text { such that } \mathbf{u}_{i} \cdot \mathbf{n}_{i j}=-\mathbf{u}_{j} \cdot \mathbf{n}_{j i} \text { for all neighboring } T_{i} \text { and } T_{j} \tag{91}
\end{equation*}
$$

is equivalent to the fact that

$$
\exists\left(u_{i j}\right) \quad \text { such that }\left\{\begin{array}{l}
\sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right| u_{i j}=0 \text { for all } T_{i}, \\
u_{i j}=-u_{j i} \quad \text { for all neighboring } T_{i} \quad \text { and } T_{j} .
\end{array}\right.
$$

Moreover, we have

$$
u_{i j}=\mathbf{u}_{i} \cdot \mathbf{n}_{i j}
$$

The important point is that (92) is equivalent to write that either there exists a constant vector $(a, b)^{T}$ such that $\mathbf{u}_{i}=(a, b)^{T}$ for all $i \in\{1, \ldots, N\}$ and $u_{i j}=\mathbf{u}_{i} \cdot \mathbf{n}_{i j}$, either there exists a set of real-valued $\left(\psi_{k}\right)$ defined at the vertices $S_{k}$ of the triangles such that if $S_{k 1}$ and $S_{k 2}$ are two consecutive vertices of $T_{i}$ (with respect to the positive orientation) and if ${ }_{\mathrm{ij}}$ is the subscript of the edge whose vertices are $S_{k 1}$ and $S_{k 2}$, then

$$
\begin{equation*}
u_{i j}=\frac{\psi_{k 2}-\psi_{k 1}}{\left|A_{i j}\right|} \tag{93}
\end{equation*}
$$

The fact that a set $u_{i j}$ defined by (93) verifies (92) is obvious; the fact that this is the only possible representation, besides constant vectors $(a, b)^{T}$, may be inferred, for example, from the adaptation to the periodic case of the works of Nicolaides on covolume schemes [7]. Now, the set of values $\left(\psi_{k}\right)$ associated to the vertices $S_{k}$ defines a function $\psi_{h}$ in $V_{h}$ defined by
(19). It can be checked that the exterior normal component of the curl of this function on the edge $A_{i j}$ is exactly the expression in the right hand side of (93), which itself proves that $\mathbf{u}_{i}=\left(\nabla \times \psi_{h}\right)_{\left.\right|_{T}}$. Finally, by using (89) and Lemma A.1, we obtain that any $q_{h}:=\left(r_{i}, \mathbf{u}_{i}\right)^{T} \in \operatorname{Ker} \mathbb{\square}_{\kappa=1, h}$ is such that

$$
\forall i: r_{i}=c \quad \text { and } \mathbf{u}_{i}=(a, b)^{T}+\left(\nabla \times \psi_{h}\right)_{\mid T_{i}},
$$

which exactly means that $\operatorname{Ker} \mathbb{\square}_{\kappa=1, h}$ is equal to $\mathcal{E}_{h}^{4}$ defined by (20). On the other side, any function of $\mathcal{E}_{h}^{4}$ satisfies also (88) with $\kappa=0$ - and, thus, satisfies (89) - but does not necessarily satisfy (91). This proves that $\operatorname{Ker}^{\rrbracket_{\kappa=0, h} \supset \mathcal{E}_{h}^{\Lambda}}$.

Proof of Lemma 5.2. We now specialize to the cartesian rectangular case. Let us consider $q:=(r, \mathbf{u})^{T} \in \operatorname{Ker} \mathbb{L}_{\kappa, h}$. When $\kappa=1$, the conservation of the normal component of $\mathbf{u}$ through the common vertical edge of the cells $(i, j)$ and $(i+1, j)$ yields that $u_{i, j}=u_{i+1, j}$. Since this is true for all $(i, j)$, we have that for all $j \in\left[1, N_{y}\right]$, there exists a constant $u_{j}$ such that

$$
\forall i \in\left[1, N_{x}\right]: u_{i, j}=u_{j}
$$

In the same way, the conservation of the normal component of $\mathbf{u}$ through the common horizontal edge of the cells $(i, j)$ and $(i, j+1)$ yields that $v_{i, j}=v_{i, j+1}$. Since this is true for all $(i, j)$, we have that for all $i \in\left[1, N_{\chi}\right]$, there exists a constant $v_{i}$ such that

$$
\forall j \in\left[1, N_{y}\right]: v_{i, j}=v_{i}
$$

Knowing that (89) is verified, this proves that $\operatorname{Ker} \rrbracket_{\kappa=1, h}$ is given by (67). Let us now choose $\kappa=0$. By using again (89), we obtain that (57)(a) is equivalent to

$$
\Delta y\left[\left(u_{i+1, j}+u_{i, j}\right)-\left(u_{i, j}+u_{i-1, j}\right)\right]+\Delta x\left[\left(v_{i, j+1}+v_{i, j}\right)-\left(v_{i, j}+v_{i, j-1}\right)\right]=0
$$

which may be reformulated as

$$
\begin{equation*}
\forall(i, j) \in\left[1, N_{x}\right] \times\left[1, N_{y}\right]: \frac{1}{2 \Delta x}\left(u_{i+1, j}-u_{i-1, j}\right)+\frac{1}{2 \Delta y}\left(v_{i, j+1}-v_{i, j-1}\right)=0 . \tag{94}
\end{equation*}
$$

Conversely, each set $\left(r_{i, j}, u_{i, j}, v_{i, j}\right)$ satisfying $r_{i, j}=c$ and (94) verifies (57) when $\kappa=0$, that is to say belongs to $\operatorname{Ker}^{\rrbracket^{K}=0, h}$. Now, (94) tells that the discrete divergence of the velocity vanishes on the cells of a mesh of size $2 \Delta x \times 2 \Delta y$ with normal velocities on the edges of that mesh: see Fig. 7 (there are actually four overlapping such "Marker and Cell" meshes that cover the original mesh). It is easily checked that the space of velocities that verify (94) contains velocities that are such that there exists values $a, b,\left(\psi_{i, j}\right)$ such that

$$
\begin{equation*}
\forall(i, j) \in\left[1, N_{x}\right] \times\left[1, N_{y}\right]: u_{i, j}=a+\frac{\psi_{i, j+1}-\psi_{i, j-1}}{2 \Delta y} \quad \text { and } \quad v_{i, j}=b-\frac{\psi_{i+1, j}-\psi_{i-1, j}}{2 \Delta x} \tag{95}
\end{equation*}
$$

which means that the invariant set $\mathbf{u}_{i, j}$ contains discrete curls and that this space is rich enough to discretize properly continuous divergence-free velocities. The fact that (95) is the only possible representation of velocities verifying (94) may be inferred from an adaptation of the works of Nicolaides [7] to the periodic cartesian case with odd $N_{x}$ and $N_{y}$. Thus, in this case, we exactly have that $\operatorname{Ker} \rrbracket_{\kappa=0, h}=\mathcal{E}_{h}^{\square}$.


Fig. 7. MAC mesh of size $2 \Delta x \times 2 \Delta y$.

## Appendix B. Proof of Lemma A. 1

Let us suppose that ( $\mathbf{u}_{i}$ ) satisfies (91). By defining $u_{i j}$ with $u_{i j}:=\mathbf{u}_{i} \cdot \mathbf{n}_{i j}$ and by using the relation $\sum_{A_{i j} \subset \partial J_{i}}\left|A_{i j}\right| \mathbf{n}_{i j}=0$ (which is valid for any type of mesh), we immediately obtain (92)(a). Moreover, (91) implies of course (92)(b). Let us now suppose that (92) is verified and let $T_{i}$ be a non-degenerated triangle with three edges $A_{i j_{1}}, A_{i j_{2}}$ and $A_{i j_{3}}$, and let $\mathbf{n}_{i j_{1}}, \mathbf{n}_{i_{2}}$ and $\mathbf{n}_{i j_{3}}$ be the associated unit normal vectors exterior to $T_{i}$. Since the triangle $T_{i}$ is non-degenerated, the system

$$
\left\{\begin{array}{l}
\mathbf{u}_{i} \cdot \mathbf{n}_{i j_{1}}=u_{i j_{1}} \\
\mathbf{u}_{i} \cdot \mathbf{n}_{i j_{2}}=u_{i j_{2}}
\end{array}\right.
$$

allows to define a unique $\mathbf{u}_{i}$. Because of (92)(a), we have for this triangle $T_{i}$

$$
\left|A_{i j_{1}}\right| \mathbf{u}_{i} \cdot \mathbf{n}_{j_{1}}+\left|A_{i j_{2}}\right| \mathbf{u}_{i} \cdot \mathbf{n}_{i_{2}}+\left|A_{i j_{3}}\right| u_{i j_{3}}=0
$$

that is to say

$$
\mathbf{u}_{i} \cdot\left(\left|A_{i j_{1}}\right| \mathbf{n}_{i j_{1}}+\left|A_{i j_{2}}\right| \mathbf{n}_{i j_{2}}\right)+\left|A_{i j_{3}}\right| u_{i j_{3}}=0
$$

But, we know that we have for any type of mesh $\mathbf{u}_{i} \cdot \sum_{A_{i j} \subset \partial T_{i}}\left|A_{i j}\right| \mathbf{n}_{i j}=0$. Thus, in our case, we have

$$
\left|A_{i j_{3}}\right|\left(\mathbf{u}_{i} \cdot \mathbf{n}_{i_{3}}-u_{i j_{3}}\right)=0
$$

that is to say $\mathbf{u}_{i} \cdot \mathbf{n}_{i j_{3}}=u_{i j_{3}}$. Thus, for any $j \in\left\{j_{1}, j_{2}, j_{3}\right\}$, we have $\mathbf{u}_{i} \cdot \mathbf{n}_{i j}=u_{i j}$. Since this is true for any triangle $T_{i}$ of the triangular mesh, we can construct $\left(\mathbf{u}_{i}\right)$ in such a way that $\mathbf{u}_{i} \cdot \mathbf{n}_{i j}=u_{i j}$ for any $T_{i}$. We conclude by noting that (92)(b) coupled to $\mathbf{u}_{i} \cdot \mathbf{n}_{i j}=u_{i j}$ implies that $\mathbf{u}_{i} \cdot \mathbf{n}_{i j}=-\mathbf{u}_{j} \cdot \mathbf{n}_{j i}$.
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